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Abstract

State of the art in pronunciation-oriented EFL CAklreviewed from the pedagogical
perspective. Discussion touches upon CALL flexyilcoverage, declarative vs.
procedural knowledge, L1-sensitivity, multimediapayment and automatic speech
recognition (ASR). Six different CALL programs deefly evaluated from these points
of view: Fluency, Pronunciation Power, Connected SpeecheBAtcent, ISLEandTell
Me More Future promises and challenges in speech-en&8#edCALL are outlined,
such as speech synthesis, multimodality in man-maaommunication and (speech-to-
speech) machine translation.

1. Introduction

All three terms appearing in the title of this teeg for definitions, explanations and discussion.
They are in the mainstream of current foreign laggupedagogy, on the one hand, and they are
all multiply ambiguous, on the other. To illusgdhe former claim, one would only need to
mention the heated dispute on the standards ofdbrgs-a-Foreign-Language (EFL)
pronunciation teaching, which has been raging &ueope for some time now, and has found
some reflexes in Poland as wdl].[ Or the well-known fact that English is the magtlely

taught foreign language in the world, with viewserome the one and only truggua franca

of the globe. Or the tempestuous development wipeer-assisted (English) language learning
(CALL) over the last decade or so. To illustrdte tatter claim, it would be enough to point at
the notorious fuzziness of 'foreign’ in EFL (as aogpgd to 'second’, for example), or that of
'learning’ (in CALL). Even 'pronunciation’ turngtdo be definitionally problematic on certain
levels of phonetic reflection, if only becausesiniot a simple synonym of '‘phonetics'.

To start this discussion at this point, howevernldde to jeopardize the main aim of the paper
by getting swamped in layers upon layers of megaiistic and methodological details and
distinctions. And the main aim of the paper iseiaéll, not to conduct methodological discourse,
but rather to present a critical snapshot of threecu state of art at the interface of the threasr



listed in the title. This interface area itselkisormous and it tends to exhibit a breathtakirgg pa
of innovation, mostly due to the rapid developmaitomputer technology (some authors prefer
ICT — Information and Communication Technology -+ bwill stick with the simpler term). In
this situation, | can entertain no hope of ever agamg to provide a comprehensive and
completely up-to-date account of the whole arelae Jampling | made is of necessity subjective
and fragmentary. For example, mainly for reasdrspace, | am not going to venture into the
exciting world of on-line Internet pronunciatioratding and learning, even though distance
education is among the most fashionable themesriemt foreign language pedagogy. The
discussion will thus be restricted to 'localize&LT, which could also be called 'off-line’ or CD-
ROM- (or DVD-) based. Even so dramatically circenitsed, the area is still too large to treat
representatively. Out of many potentially inteirggissues | will select only a few. Out of
hundreds of available CALL programs, | will present a handful. Out of their many
components and functionalities, | will concentratethose which | regard as central to my
theme.

The organization of the remainder of this textadalows: first | will discuss some key issues in
EFL CALL pronunciation, then some relevant softwark be presented and briefly analyzed
from the point of view of the preceding discussifomally a rather informal glimpse of the future
will close the paper.

2. Computer-assisted pronunciation teaching and learning
2.1. Flexibility

CALL researchers have successfully argued (e.gskal992, Warschauer 1996, Warschauer &
Healey 1998, Kern & Warschauer 2000) that one @itlain strengths of CALL is its didactic
flexibility. Unlike some other educational techagies which have been implemented in schools
over the ages (from blackboards to video, say),pders will fit any didactic approach, method
or technique, if used skillfully Grammar-translation supporters may use thermgedite
translation practice from L2 to L1, for exampletlmachine-translation software. Audio-
lingualists will be able to control their studergsucture drilling with the computer in much
more sophisticated ways than they could in theticadhl language laboratory. Cognitivists will
sit their learners in front of adventure games, \hbey will have to navigate an unknown
territory using their linguistic competence. Commuatively-minded teachers may pit learners
against each other in a simulation game to makma tihegotiate meanings to reach agreed-upon
goals.

This flexibility of CALL is true also on phonetiagund. Practically all multimedia programs
presented below, though to varying degrees, catbemmodated into different pronunciation-
teaching philosophies. Specifically, both the kribat' declarative knowledge component, and
the 'know-how' procedural skill component of phamebmpetence can be appealed to in various
ways, for example through multiple-choice exerceed listen-repeat-compare tasks,
respectively. Despite common belief, pronunciatoiented CALL has not given up on the old
techniques in favour of the razzle-dazzle displayilorant hypermedia. Rather — quite wisely in



my opinion — it has accommodated the new technoddgichievements such as speech
recognition, for example, into a versatile framekvof structures and functionalities where each
learner and teacher can find something to fit kisds and preferences.

2.2. Coverage

An issue related to CALL's flexibility is its covage. The classic core of pronunciation training
in the traditional syllabus includes segments, asggmentals, fast speech phenomena, grapho-
phonemics, accentual variation. On the level ofipaar textbooks, courses and materials there
is enormous variation, of course, both in choice jority of these elements. Communicative
language learning, for example, brought with it pheference for prosody in pronunciation
teaching, with some courses actually beginning fromthm, stress, juncture and intonation.
This is now changing, with the advent of the pastimunicative era in foreign language
teaching. Regardless of fashions and vacillatibogever, the canon is reasonably well
defined.

Contemporary pronunciation-oriented CALL is ablal&iver instruction in all those canonical
areas. There are programs concentrating mostigdividual sounds of English, as well as
those which cater predominantly for suprasegmentatsne would specifically target natural
(fast) speech, while others would proudly (andtplly-correctly) offer different accents from
speakers of different skin colour. This is nos&y that a particular piece of software will
necessarily include the full phonetics syllabusliké with the methodological flexibility of
section 2.1., coverage of phonetic substancenmngoéssity much more 'hard-wired' in the
structure of the package. It will be obvious frtma short software presentations below that
programs tend to specialize in certain sub-arediseopronunciation syllabus. What is crucial,
however, is that there is now no technological atdstto using CALL in any of the canonical
components.

2.3. Declar ative ver sus procedural knowledge

This dichotomy was mentioned above in 2.1. It @ppéo be among the most fundamental
distinctions in all foreign language teaching, irdithg teaching pronunciation. It captures the
intuitively rather obvious truth that in order to dnything one must have — in varying
proportions depending on the actual activity — libth'theoretical' and ‘practical' competence.
Unlike syntax and vocabulary, pronunciation in geefgn language has traditionally been
regarded as the exclusive province of the lattenck murderous drilling in the audio-lingual
method and little explicit teaching in the cognigommunicative era. The pendulum now
appears to be swinging in the other directionhst the declarative, explicit, 'know-that' meta-
competence is back in the picture, with researcingirgg to feed it into the process of phonetic
proficiency building (see, e.g. Dziubalska-Kotac2002). In the academic context of EFL, for
example, this means that the so-called 'descrigtisenmar’ of English should be well integrated
with the practical phonetics syllabus, so that shisl practicing, say, the intricacies of English



obstruent voicing could fall back on their knowledmpncerning laryngeal excitation source-
filter models, as well as 'external’ evidence fitbwir L1 interference, speech errors, speech
play, and the like.

CALL supports both types of knowledge. Most muéifia pronunciation programs are not
content to provide the learner with ample oppottesito_usehis articulators, whether for simply
recording utterances or for actual simulated diaésg There is usually also explicit instruction
concerning such matters as correct articulationvancing, keeping the right rhythm, varying

the pitch for intonation, using appropriate lexiaall sentential stress patterns, and the likes Thi
instruction may appear in many different formsha program: as mini-lectures, glossaries,
multimedia presentations, help files, task prom@itsyr messages, and many others. Some
packages offer manual-like functionalities whicim e used more or less like traditional
textbooks, complete with comprehension questionssaiggestions on further reading.

2.4. L1 sensitivity

Where there is still a lot of room for improveménhow CALL relates to the native tongue of
the user. The sad truth is that in very many cas#siply does not. There appear to be two
main reasons for this state of affairs, one comiakitte other linguistic. The former has to do
with cost-effectiveness mostly: to prepare a laZgé L package with all the currently expected
multimedia bells and whistles is an extremely expanundertaking, much more so than, say, a
traditional course with manuals, exercise booksamtio tapes. The large investment will only
pay off if the package can be used on a globaksedh all thinkable L1 learners. Investing in a
multi-CD EFL course for Poles only, for exampleh&adly commercially viable. Exceptions to
this rule are small programs made locally or lasadi versions of the leading packages made in
the West. Even these, however, seldom go beyomplsiranslating the metalanguage and
fitting local translations to the existing monoluag built-in dictionary.

This appears to be due to the other reason medt@nave. While we may know a lot about L1
transfer and interference on the theoretical leele are huge lacunae of knowledge in the
actual application of this information in the spe@nabled CALL setting. For example, the
CALL craze of the last few years — speech recogmifsee below) — has hardly reached a stage
where it would have a viable model of the learnghwa given L1, hence a particular
interlanguage. The technique is hastily transtefrem native speaker applications such as
dictation or dialoguing expert systems into theldaf EFL with little recognition of the need to
make it sensitive to non-native speech. Thus, whatoften observes is either disastrous
recognition results with highly demotivating endeets, or the anything-goes principle where
any learner input is happily accepted. Both theedeemes are thoroughly a-pedagogical, of
course, as noticed by many researchers (e.g. @@%1).21 can but agree with Ehsani and Knodt
(1998:56) at this juncture that "one of the mosidesl resources for developing open response
conversational CALL applications is large corpofaon-native transcribed speech data, of both
read and conversational speech”.



2.5. Thegrowth of multimedia

'Multimedia' is one of the modern buzz-words, graawith CD-ROM, SMS, hypertext, DVD,
mp3, video-clip, and dozens of others. Few yousgpte in the developed countries would be
completely ignorant of it, and most would agred tha term has positive connotations with
novelty, movement, sound, colour, fun, etc. bthisse connotations that are exploited in the
contemporary saturation of CALL with multimedia AL, after all, is supposed to be
edutainment, it must motivate, it must attract.dAvhat better attraction to a young mind can
there be than a full-colour video with good quatibund? Most current CALL packages are
built on this premise (one reason why they are egipe to make).

Multimedia has grown gradually. First, (still) pices were added to sheer text, then sound of
initially rather poor quality, then simple animatg) finally video. Pronunciation-oriented CALL
jumped on each band-wagon soon after they appeémeatie age of CGAs and Hercules
graphics no phonetic transcription (or accenteigt for that matter) could be shown on screen,
so simplified systems had to be us3d[With the first graphics showing articulatorsaross-
section, vowel diagrams or lip shapes added toG@&iL resembled good old pronunciation
manuals. With the advent of animation and audéotithe era of multimedia began and
pronunciation-CALL finally got its added value. 8wls could now be illustrated in various
media: in transcription, articulatory diagram ocoeling. Finally, with the improvements of
sound cards, sound recording algorithms, procegssed and memory, sounds could also be
visualized as waveforms or (for the more intregigrhers) as spectrograms.

It is this last idea that has become enormouslyfas@mong the designers of CALL software
and among the less critical users. It is usuatiglemented in the context of the listen-record-
compare task: the learner listens to the modeiv@aipeaker) recording, records his own
rendition of the text trying to mimic the originebsely, finally compares the two recordings
along both channels: aural and visual (exampleesedeimps appear below, ekigure 13. The
former — aural comparison — is the traditional rodthsed since the very inception of foreign
language learning. The latter is new (motivatitegrent!): the eye is supposed to guide the
tongue, to put it metaphorically. While the teaiue obviously has the required commercial
potential, there are serious pedagogical objectionis use (see e.g. Ehsani & Knodt 1998). To
enumerate them briefly:

(a) no two recordings, even of the same persorgyaetly acoustically alike,
(b) no instruction is normally provided on how taya the two waveforms for best result,

(c) speech tempo and loudness will interfere withdorrect reading of the waveform
information,

(d) considerable acoustic knowledge and skill @eded to be able to benefit from comparing
waveforms,

(e) the technique is very sensitive to hardwardityua



This is hardly the end of multimedia developmeftaurse. New ideas and technologies hit the
news lines weekly. Some of them have serious reaibns for the future of pronunciation-
aware CALL. These will be briefly presented at &mel of this paper in the 'science fiction’
section.

2.6. Automatic Speech Recognition (ASR)

It was at the beginning of the last decade of ti&cntury that computer hardware reached a
stage where it could support speech recognitiorahtime. This was of course an enormous
breakthrough in computer-human communication, whiath so far been multimedial in the
output, but monomedial (keyboard) in the input (&et 1999 for an overview and literature).
As mentioned above, ASR was immediately implememednumber of consumer applications,
starting with those where single-word input wadisigint, and gradually spreading to other
functionalities, such as dictation, for example flilly appreciate how complex computer
speech recognition is one would have to have & laside here explaining the intricacies of
Hidden Markov Models (HMMs), Fast Fourier Transfer(RFTs), Dynamic Time Warping, and
a bunch of other algorithms verging on higher mathe reader is referred to some introductory
sources, such as Deroo, Bernstein & Franco 19@te & Zue 1997. Here, we will briefly
concentrate on CALL applications of ASR.

Notice first that the term itself may be a misnonfi@ris applied to such functionalities as the
mentioned waveform display, for example, or thelitgavhich tries to automatically assess the
acoustic fit of the learner-recorded speech withrtiodel (as some of the programs analyzed in
section 4. do). No true recognitiesmrequired in either process, rather acoustitepaimatching,
which is technologically much simpler. For fullleiged ASR to take place, the software must
meaningfully react to the conteaoft the input speech. This meaningful reaction siayply be
visualizing speech as computer-readable text aescior adjusting the flow of the simulated
dialogue according to learner input, for exampléis is the current stage which ASR has
reached in (the more advanced) CALL, as illustrételdw (sed ell Me Morein 3.6.). Notice
that the dialogue is simulateice. the learner can control the flow of the cersation within

limits imposed by the ASR algorithm, which will grallow the choice of a few
communicatively relevant responses to the computecording (a low-perplexity closed-
response task for the ASR engine). With no trué¢Aktificial Intelligence) in view, the
simulation can proceed no further: any attemptitereinto natural conversation with the
machine quickly ends in linguistic-communicativeaster, as clearly illustrated by the many
‘chatterbots', i.e. chatting robot-like agentstmweb (see selection of links on
www.chatterbot.tkfor example). ASU (Automatic Speech Understagginnlike ASR, is still

a long way off.

With all these caveats, ASR did give CALL an addezhsure of face validity. To be able to
speakto the machine in the foreign language and hareaitt in meaningful ways is certainly
exciting to most learners, especially to the nenegation of children, who take the 'traditional’
modes of keyboard communication for granted. Altgospeech assessment routines now built
into some ASR-equipped CALL can initially be quiteilling. From them the learner will get



the extra metalinguistic feedback on his pronummmtas if from the teacher. This may initially
motivate the learner to actually try harder anchprumce the given sentence again, hoping to
push the match indicator to an even higher leVéiis repetition is no bad thing, of course, as far
as it goes. Learners quickly discover, howevet the mechanism can hardly offer robust and
detailed evaluation and guidance, as a teacherdwallithat can be expected is a global yes/no
measure of phonetic achievement, with completelgtamous evaluation criteria and no
explanation whatsoevel With the user-customized acceptance threshatltbdow, this
functionality will accept virtually any spoken inpand grade it as good; with high settings even
native speakers will have problems getting satisfgamotes. Thus, somewhat analogically to
the visual feedback routines discussed earliertdtienique is highly pedagogically questionable
at this stage of ASR development (see Chen 2004if@tar conclusions).

3. Pronunciation-oriented CALL software: a sample

Just like the selection of issues in EFL CALL proaiation in section 2 of this paper, so the
choice of software for presentation and analysisiesvoidably fragmentary and subjective.
With the line of CALL merchandise now running iftondreds, it could hardly be otherwise.
Few comprehensive overviews of (EFL) CALL produetsst, also because it is almost
impossible to keep pace with the growth of thedfielew packages hit the market every week.
Finally, serious CALL journals, can only carry avfeeviews in every issue, thus sampling a tiny
proportion of the whole market. In this situatitime only feasible resource for CALL software
information, analysis and advice is the Intern®hd indeed, there is CALL info galore on the
web, with the characteristically unavoidable disatage of uncertain reliability and expertise,
volatility, advertising hype, selectiveness, refoati and dispersal. With the practical
unavailability of other sources, however, the weimains the best place to go for CALL
software research.

In what follows | will briefly present six pronuration-oriented EFL CALL programs, relating
the discussion to the issues discussed in sectidrh2 programs are listedime table

As can be seen from the table, despite the tirgyalizhe sample, the packages do represent a
certain variety along the four dimensions of (&wal and (b) corrective feedback, (c)
transcription use, and (d) general didactic foddach one has some www presence in the form
of their dedicated websites. They are enjoyingréat amount of critical reviewing attention,
as well. The following is not to be construed esial reviews of the programs, however, as
explained earlier.

3.1. Fluency



According to the blurb on the Fluency's websifduéncyis designed to let you speak, then give
you feedback as to how you did — whatcorrect and howo correct it. Using state-of-the-art
speech recognition technology, SPHINX from Carn&ggdlon University, this interactive
software allows you to speak, to get correctiondisten to yourself and a native speaker and try
again, over and over, as many times as you wdrté website is that of the Language
Technologies Institutehftp://www.lti.cs.cmu.edu/index.htinlwhich does most of its research in
machine translation and information retrieval, &heencyappears to be an offshoot of that
research. Going a little deeper into the LTI wehsive will encounter a slightly more precise
description of thé&luency'soperation: "The system detects pronunciation sysarch as

duration mistakes and incorrect phones, and offietgal and aural suggestions as to how to
correct them".

As seen in the screenshothigure 1 the program's functionalities are rather modesictly like
stated above. The sagittal cross-section of tlealvoact and the frontal lip view are now
practically standard features of EFL (pronunciatioiented) CALL software (sporting better
graphics in most cases). The obscure non-IPA glwinanscription system, on the other hand
is definitely non-standard (even if used in pragdticall CMU Natural Language Processing
(NLP) applications). The segment illustrated, AX.is of course a schwa. Unlike most EFL
CALL programs Fluencydoes try to evaluate and correct the pronunciaifsingle segments,
but the user would be hard-pressed to find out sleimge substantial about the criteria the
software is using in the process, so self-corraat@mains a hit-and-miss procedure.

There is a lot of the declarative-knowledge maténighe program: the transcription, the
diagrams, the corrective advice are all phraseddemotorious 'descriptive grammar' parlance.
The speaking skill component is restricted to symphding a reply in the simulated dialogue.
The learner can also listen to the model utteraofcegurse, but this would hardly count as a
communicative activity, say practicing listeningwarehension, because there is effectively
none. Neither is there any pretense of a commtimécaetting, of course, with the short
dialogue highly stylized and unnatural.

3.2. Pronunciation Power

Pronunciation Powers marketed by English Computerized Learning (B€L), which,
according to their website, "was founded in 199&dmonton, Alberta, Canada [and] operates
as a developer and distributor of professional lojgality, interactive, multimedia ESL/EFL
CALL materials". The package was developed, howdweBlackstone Multimedia
Corporation, which is a privately held company dssed in Edmonton. It is enough to have a
look at their respective websites to appreciatg thdike in the case dfluency the
Pronunciation Power package is at the very core of the companieshbasj reportedly "used
and recommended by over 4000 universities, colldgesinesses and schools worldwide".

Pronunciation Powers designed for over a dozen L1s. It includes@ety of game-like
activities and functionalities, such as (a) listenerd-compare, with single words, minimal pairs
and full sentences, (b) listening discriminatiar),{ocal-tract cross-section and lip animations



(Eigure 3, (d) waveform display and comparisdfidure 3, (e) STAIR exercises: stress, timing,
articulation, intonation, rhythm, (f) a 40-page mah (g) on-board illustrated audio dictionary of
over 7,000 words with a variety of search keysudllit is a large and fully professional

package, entirely devoted to pronunciation trainemgoying a considerable commercial success.

With the multitude and variety of material and witigs it offers,Pronunciation Poweis

suitable for pronunciation teaching and learnindarrdifferent conditions and in different
settings, thus eminently proving that flexibilitya great asset of CALL. Its coverage, in terms
of the canonical pronunciation/phonetics syllalsugige, although fast-speech phenomena and
accentual differences of English appear to be uagezsented. The declarative-procedural
balance is much better thanRtuency with a lot traditional textual exposition on thee hand
(seeFigure 4 for example, where heavily technical terminolagused to annotate the diagram),
but also the extremely rich skill component contagnvaried activities for practicing both
listening and speaking. In going through the defhve package, which is freely dowloadable
from its website, | did not notice any L1-sensitMbeyond the localization of the dictionary.
This is, as discussed above, the sad norm in natade EFL CALL. While the waveform
matching technique is used to its limit (with tkardner being able to drag-align his recording to
better fit the model; seégure 3, no attempt is made to automatically evaluatde¢hener's
pronunciation. Considering the criticism | voiceatlier, this is probably to the good of the
package. While the system of phonetic transcmiptised is thoroughly simplified compared to
IPA, it is still generally IPA-ish, with ashes, se&s, engs, thetas, and the lie[ASR is used

for most exercise types, so that there is relatiligle keyboard input.

3.3. Connected Speech

Connected Speeatias made by an Australian firm Protea Textwarie Pronunciation Power

it is an integrated CALL package exhibiting professl design and programming, with
noticeably less content, versatility and multimedtaraction, however. From the entry screen
(seeFigure 5, the learner can be taken to one of three peify levels (starting with lower
intermediate) in one of the accentual versions, Acaa, Australian or British English, placed
on separate disks. There, he should first listeafew minutes of video-recorded narrative
monologue, whereupon he can enter a suite of task®xercises mostly focused on "the
suprasegmental features of English, with mark eponding, practice activities, tests and
tutorials. It has speech recognition that givescje feedback on the suprasegmental features
of the learner's production” (frohitp://www.proteatextware.com.gu/As can be seen Figure

6, separate components are dedicated to such pbaneés as pause groups, stress, pitch
change, linking, segmentals and syllables. Maditional exercises are also included, such as
listening comprehension tests prompting the leaiméH in critical vocabulary items from the
keyboard, or IPA training.

The program does appear to focus on connectedlspebizh makes it unique among those
under scrutiny here, although the monologues dherar from the native norm of "natural
informal”, even at the advanced level, the weblbhotwithstanding.



The pros ofConnected Speedre: (a) the good balance between the declaratisigorocedural
element, (b) the wide variety of voices, tempos accknts, (c) the skillful use of ASR on all
phonetic levels, i.e. for segmentals, pitch, steeg$duration, and (d) a well-designed,
uncluttered and intuitive user interface. Among tions one should certainly mention: (a) the
rather disappointing use of video to record 'tajireads’ onl\], (b) complete L1 insensitivity,
and (c) the generally rather uninspired desigmeftasks and exercises.

3.4. Better Accent Tutor

American-maddetter Accent Tutois "pronunciation training software based on instudio-
visual feedback of intonation, stress and rhythifHis is indeed the primary focus of the
package: suprasegmentals. The decision to ciraimesthie content area so narrowly is
supported on the website of the package

(http://www.betteraccent.com/papers/quotes _on_praation.htn) with quotes from a number
of experts in the field, such as Joan Morley, Mamn@& Celce-Muria, Joanne Kenworthy, even
Alexander Graham Bell! This is very much in th&ispf the communicative language teaching
approach, whereby communication is supposed todeémized even at the expense of
(phonetic) correctness. It is claimed that ill4qppanced individual segments will rarely hamper
mutual understanding as much as incorrect prosoadéee the emphasis on the latter.

The curriculum covered by the Tutor includesird stress, simple statements, wh-questions,
general questions, repeated questions, alternafiiestions, tag questions, commands,
exclamations, direct address, series of items, [gmgses, tongue twisterd he approach is
heavily 'know-that'-oriented, with a lot of 'expéion’ carried out in rather dense phonetic
jargon; all of these features illustratedrhiigure 7 ASR is used to display the learner's pitch
(intonation) and intensity (loudness) graph alogthe model ones for visual inspection and
comparison. No automatic evaluation is attempted.

With such a narrow focus and modest content, tiokgge must compromise flexibility of
application, of course. Notice also that the rmutilia technology does not reach beyond audio
play-back and input, with no graphical animatiorvioleo. Likewise, there is no phonetic
transcription, articulatory diagrams, waveform camgon or traditional phonetic exercises
(cloze, dictation, multiple choice, and the lik@)hus, the package projects a rather austere
image, as also transpires from the screenshéure 7

3.5.ISLE

Unlike all the CALL packages so far discussed,ltiteractive Spoken Language Education
(ISLE) was not a privately owned commercial venting rather a multinational (German-
Italian-British) project, running between 1998 &0, heavily subsidized by EC funds, and
coordinated by¥ducational Conceptshe R&D department of Ernst Klett Verlag. Thoddhe



partners were universities of Milan, Hamburg andds which again makes the project unique
among those delivering pronunciation-oriented CAldftware with a market potential.

According to the website, "The main objective df ESs to provide technical solutions to
support training of spoken language communicafitis will be achieved by developing
computer based tools to support the training oéking skills and by integrating such tools into
existing multimedia-based language teaching soéwsgstems"”. The deliverable, however,
whose demo can be freely downloaded from the Ieters a stand-alone package apparently
targeted at the busy manager in whom "the sodiabté of a classroom can easily produce
psychological barriers to the training of elemeptgyeaking skills in a foreign language”. This
can be seen even in the names of the entry scomeponents, such as "Travel Arrangements”,
"At the Airport”, "In the Office", "At the Hotel" p"In the Restaurant”. The content of the whole
package, including dialogues, exercises and glessas also adjusted accordingly. For
example, we have a Paolo Rossetti arranging fdoussess trip to Manchester. The example
screenshots all come from this module of the pagkag

After entering the program the learner must fiedthrate the ASR engine by reading a story of
the conquest of Mount Everest. This takes a femutes. Choosing "Travel Arrangements”
takes the user into the working area where he ghost listen to a (video-less) dialogue
between Paolo and a travel agency. The choicetvgden the captioned and sound-only modes.
Then, a suite of tasks can be entered, convenidiviged into text- and pronunciation-based.
Among the former, there are true-false ones, basdtie dialogue, as well as translation, cloze,
Q&A and correct-the-sentence. Interestingly, safiese are L1-sensitive: my demo version
of the program happened to be one targeted atali@nl market; hence the prompt to "Thank
you for ... with us" is 'volare'.

The "Oral Exercises" section offers read-and-repisteén-and-repeat, Q&A, Build the Sentence
and Free Choice. The first of these is illustrateBigure § the last but one — iRigure 9 What

is of particular interest here is the 'improveiopt when the program decides that the learner
mispronounced some sounds (no suprasegmentalgaractihis package), it offers advice and
provides corrective practice, as showrkigure 10 first kindly asking the learner "How strict
should | be?". Upon testing, it turns out — somawéxpectedly — that with the 'strict’ setting
there is no way to make the ASR wizard satisfi€ere is — again not unexpectedly — no
guidance on how best to approach the recorded mibdehll the matter of hit-and-miss.

As can be seen from this short description of tirefionalities of the package, as well as from
the screenshots, despite claims to the effectlhiegprogram focuses on natural communication,
the tasks are rather traditional, with repetiti@toge, comprehension questions and phonetic
drills. While the learner can listéa a conversation conducted in a natural settieg;annot
himselfengage in one in any form. And why should he eeed 'tanks' and 'ants' in the
business context (s&egure 10?

The ASR evaluation of sentences is characterifticareliable, and the segmental ASR-assisted
practice — tedious and unhelpful. The overall bedais in favour of procedural knowledge, with
close to no explanation, no (phonetics) manualremghonetic terminology. IPA transcription

is used (sparingly) in the 'improve' menus. Ndietogical gimmicks with waveform display



and adjustment are in sight. Generally, with nionation or video movement on the screen, the
impression is that it is very traditionally rendéredespite the use of ASR. This, in turn, leads to
the guess that the EC funding was not adequatelorate the content and function of the
program any further.

3.6. Tell Me More

Finally, a CALL package where ASR technology hasrbesed most effectively: to actually
simulate a spoken dialogue between the learnetrendomputer. AuralogBell Me Moreis
heavily advertised on the web as "the referendergign language learning, developing all
linguistic skills: oral and written expression, gmm@hension, grammar and vocabulary”. As far
as pronunciation is concerned, it boasts "the exeduS.E.T.S. technology (Spoken Error
Tracking System) automatically detecting errorprionunciation” as well as "3D phonetic
animations"” (se€igure 1). The program is sold in nine different languég®) versions,
including both British and American English, andeth proficiency levels. There are also
networked modalities of the software, with functibties allowing teacher control and class
management as well as student-teacher messaginglardools. In what follows, however, |
will describe the 'traditional' CD-ROM-based paakag

As mentioned above, ifiell Me Morethe ASR technology is pushed to its current limits

(a) waveform display, (b) pitch tracking (deigure 13, (c) learner input evaluation, (d)
dialogue simulation. The latter proceeds by tlegmam offering the learner a few printed
options to read off the screen in response to dhgpater-initiated contextualized dialogue in an
authentic setting, e.g. travel arrangemehitgure 13. The ASR engine tries to figure out which
option was actually spoken, and reacts accordibnglsesponding to this user inpuéVhile this

is far from an actual conversation, of course tdobnique is reasonably robust and very
motivating: the learner at last feels that whas&gs will changéhe following flow of
communicative interchange. As mentioned above)(2dachieve more along this path, ASR
would have to feed into a functional Al componeithvi1 sensitivity and learner modeling.
Such packages will not be available for... sometimmcome.

Tell Me Moreis definitely balanced towards procedural knowksdgith heavy emphasis on
pronunciation (speech communication), although ftard to make blanket statements for this
package which appears on the market in so mangrdiff versions: proficiency-, L2-, learner-
group-wise (there are dedicated business coursesxédmple). Even the title of the whole
series changed over time, fraralk to Mein 1997; some older versions of the package dre st
available under this title. Unlikeronunciation PoweandConnected Speecthere is thus

much less formal exposition of matters phoneticstoctural division of the program into
phonetic fields such as segmentals, stress, intonand no phonetic terminology. In these
respectdell Me Moreresemble$SLE speech communication in a naturalistic settingf ithe
centre of the package. Unlikel®LE however, the ASR engine does not attempt to ityent
specific errors in the learner speech input; ratherassessment is global. The acceptance level
can be adjusted by the learner himself, with @ldisadvantages described above (too strict or
too lenient). The program is lavishly illustratedh good quality photos and videos (in newer



versions) and it shows all signs of professionapyics design. While the semi-transparent
animation of the articulators (what is called "3Bopetic animations" on the web) may be little
more than a gimmick at this stage of human-comguteraction, it does show us a glimpse of
things to come in terms of educational applicatiohgirtual reality (see Baldi below).

4. Thefuture of pronunciation-oriented (EFL) CALL

Automatic Speech Recognition (ASR) is by far net st word in human-computer interface
design. As mentioned in the introduction, the pafcechnological innovation in computer
technology generally, and in natural language msiog (NLP) in particular, is breathtaking. In
this last part of the paper | can only try to Hsiedpeculate about the impact on (EFL) CALL of
some recent inventions and developments. Likerbetbe selection is of course heavily
subjective, but — it is hoped — not quite irreleviam the discussion above.

4.1. Text-to-Speech Synthesis

One area where the impact of technology on CALfiamg to be felt soon is that of speech
synthesis. Text-to-speech (TTS) synthesis by mwihereby no previous human recording is
necessary in any form, has reached human-liketgyafi e.g. Dutoit 1997 and 1999). The
high-end TTS engines are rather expensive nowresehrch to improve especially the prosodic
properties of synthesized speech are still undgr tmat the technology is now reaching the stage
where it can be applied to CALL, as the synthesgeekbch can actually function as a model of
pronunciation, as well as in the now trite capaoitinformation deliveref].

The added bonus, compared to pre-recorded humaugtsgs that it is under stringent control of
the designer in terms of practically all phonetitetia: pitch (responsible for the impression of
gender), tempo, intonation, timbre of voice, acckntdness, etc. It would be technically rather
easy to simulate a foreign accent, if need arasegXample to better demonstrate to the learner
the areas which need improvement (e.g. final dewgim Polish English). Keller & Zellner-
Keller (2000a) note that "speech synthesis allowjsthe creation of sound examples that could
not be produced by a human being (e.g., speechimtdhation, but no rhythm)".

Because TTS engines are tiny compared to audiodiegs, the CD space recovered could be
used for other multimedia components of CALL, sastvideo, for example (see below for
video synthesis). And, naturally, speech synthisdiy far less expensive than recording a team
of highly trained human speakers.

4.2. Face animation



One of the most successful applications of cutédge computer technology to CALL has been
the University of Colorado Center for Spoken Larggub/nderstanding (CSLU) "Baldi" project
(http://cslr.colorado.edu/toolkit/main.htjnlin brief, it is an NLP environment focused b t

use of TTS synthesis and ASR enhanced with theariirface ("Baldi"Eigure 14) simulating
phonetically realistic articulatory movements ialréme. Visual object programming, speech
spectrography and many other components are inéegrathe Rapid Application Developer
which makes it possible to create a simple dialagieema in minutes, which can then be build
into another application, such as CALL for exanskee
http://www.haskins.yale.edu/haskins/heads.Homb comprehensive interactive overview of
many other 'talking head' projects).

What is most exciting in the package (which is fimeeducational purposes) is the novelty of
using the animated face to enhance speech syntrasinake the spoken exchange more
realistic. Baldi not only moves his lips and et@grovide the much needed — especially in the
context of learning a foreign language — visuabinfation to aid intelligibility. It can also 'go
transparent’, exposing the realistically rendenaei articulators in full motion, down to the root
of the tongue (sekigure 15. This is an incredible resource for pronunciatearners, of

course: they can listen to natural (if synthesizaech and see how it originates in the mouth.
The head is quasi-3D; it can be rotated in alldltenensions with the mouse, and the amount of
transparency can also be adjusted at will, theemérleaving just the articulators on screen.

The CSLU toolkit, where Baldi lives, has so far h@sed mostly to assist speech and language
therapy of native American children, but its apalion to EFL CALL (and other L1's — Baldi

can be programmed for any language whatsoeveasyisjmatter of time. Also, it is enough to
go to the movies nowadays to see the level ofsalvhich animation of human-like synthetic
actors has achieved (e.g. "Shrek" or "Lord of thegR'; see also Thalmann & Thalmann 1990).
In a few short years animated anthropomorphic ageilt be used in CALL which will be hard

to tell apart from video-recorded real human speak®ne technical consequence of this will be
— like with the TTS synthesis — that more CD spaiibe freed from the enormously memory-
hungry current video files. Itis much harder tedict learner reactions to (semi-intelligent)
speaking and animated human-like agents actingragecsation partners in settings which are
now only available in video conferencing. Learnmaesy relate to these artificial personas to the
extent which may be pedagogically relevant, witthbts pros and cons.

4.3. Multimodal man-machine communication

For truly multimodal human-machine interaction thachine would have to progress beyond
simple (?) ASR — into the realm of automatic redtign of audiovisual speech. The Al TTSS
ASR agent would be able to recognize and act ugbledst) the facial expressions of the
computer user. This would not only aid communaratjenerally through taking advantage of
gaze, eye-brow movement, head positioning, antikbebut also — in the context of
pronunciation teaching — make it possible to pre\additional articulatory feedback to the
learner concerning his lip position and movemenéaimal(ized) sounds, tongue-tip control in
apico-dental fricatives or labio-dental contactfiror /v/. Of course, to achieve this level of



video sensitivity highly sophisticated systems wvddouhve to be employed. Contemporary
prototypes are nowhere near the required techreadbgtage (seEigure 16for a simple
example). The area is full of vibrant researclvaygt however (see e.g. Granstrém, House &
Karlsson 2002, or Scott 2001 for an accessibl@dhiction), and the feeling is that we can
expect significant breakthroughs quite soon.

4.4. Machine Trandlation (MT)

Machine translation might at first sight appear todbelong here, in a paper where
pronunciation-oriented (EFL) CALL is discussedislindeed true that MT is seldom used in
this context, even though one can envisage itgigeeapplications in a grammar class, for
example, where learners would try to induce thesof the foreign language from the (usually
risible) characteristic errors of an MT packageowdver, the impact of speech-enabled, or
Speech-to-Speech (StS) MT, once it is perfectadbeaenormous, not only for the business of
pronunciation instruction, but for the whole wodfiforeign language teaching (FLT) and
learning. In the words of Crystal (2001:227): "8&n also envisage the translating telephone,
where we speak into a phone, and the softwareesaotit the required speech recognition,
translation, and speech synthesis, enabling ttenkss to hear our speech in their own language
[...] Such a world is, of course, a very long wéij.olt is enough to have a look at Ectaco's web
pageslittp://www.ectaco.comto appreciate that the envisaged world has ajraadved: while
the Russian company's translator is still rathemipive (in terms of device size, range of
languages translated, vocabulary size, noise robsst etc.) it does translate speech to speech in
real time with quality quite adequate for a touasbusinessman ordering a meal in a restaurant
or air tickets in a travel agency. Thus, | belie@eystal's "way-off" nightmare is more
immediately threatening than he ever thought: "Wwoald where it is possible to translate
automatically from any one language into any otiverhave to face up to the issue of whether
people will be bothered to learn foreign languaigaila (ibidem; see also Cribb 2000 for similar
conclusions).

5. Conclusions

With the currently fashionable 'focus on form' amdign language teaching (EFL in particular;
see, for example, Doughty & Williams 1998 or ERi301) the role of pronunciation-oriented
CALL software is bound to grow in the process obpétics teaching and learning, both in the
classroom context and outside it. Teachers widghkte onto computers some of the more
tedious tasks involved, such as drilling as onariegie of skill-getting. It seems that the
unconstrained smoothly-flowing spoken foreign-laagg dialogue with the computer will not
become reality for some time to come. So, untihpater Al improves significantly, truly
communicative activities will not be used as a ekhfor practicing pronunciation. But at least
there is a chance that the employment of (EFL-awspeech recognition, text-to-speech
synthesis and certain elements of artificial ingelhce will gradually transform the boring



phonetic 'drill-and-kill' procedure into an excgirmultimedia, interactive 'drill-and-thrill’
adventure.

The audio channel of communication between humadmaachine, which is now opening, both

in FLT and outside it, is an additional boost toe growing anthropomorphization of the
computer. After all, with which other creatureatural or artificial, can we communicate by
voice? The computer will unavoidably grow its opgrsona around it. The FLT learner will
take it more and more for granted that he canlig&itly communicate with this persona in the
foreign language. He will react to it more and enon the affective level, as well as
intellectually. He will like it, or hate it, asétcase may be. He will look to it for help, adyice
praise and criticism. He will count on its inherertelligence and wisdom. What impact this
attitude will have on foreign language learning &ething remains to be discovered. My guess
is that it will be enormous.

Notes

1. This text is based on my lecture to the SCE igoreanguage College
(http://ww.nkjo.szczecin.plfin Szczecin on January@003. While the overall organization
reflects that of the lecture, the text is of coureea mirror image of the latter, if only becaitse
cannot contain the rich multimedia content presgitehe College. The original text was
written in April 2003. Due to adverse circumstagite publication in Szczecin has been
suspened. | believe, however, that the main thefseéss paper remain in force. Links to
respective web pages were checked and updatedcEniber 2004. Otherwise, with very minor
editorial changes, the text appears in its origioah. | am grateful to Dr. Jarek Krajka for
offering TEwWT as the venue for its publication.

2. In this context a multitude of books (e.g. Jask000), articles (e.g. Sobkowiak 2003) and
conferences (e.g. LM34's workshop on LIB@p://elex.amu.edu.pl/ifa/plm/2003/index.Htm
might be invoked.

3. Somewhat paradoxically, as early as at the béggrof 1980s Sinclair's ZX Spectrum could
(with pains) flash user-designed IPA on the TV sarevhich functioned as its VDU (Video
Display Unit).

4. This may not be true of some speech assessm@iptractice software mostly used in the
(native-language) clinical setting. This is, hoeewsually rather narrowly targeted at, say
vowel quality, whereby the user is trying to matdwel formant positions in two-dimensional
diagrams with the model ones.

5. The shape of TH is somewhat nonstandard, thddgh:

6. Even if "experiments have shown that a visuspldiy of the talker improves not only word
identification accuracy [...], but also speech hmytand timing" (Ehsani & Knodt 1998:52).



7. SeeFiloglossia a CALL package with Greek as a foreign languadech already employs
TTS synthesishttp://www.ilsp.gr/filoglossia_plus_eng.htpdr WordPilot from
http://www.compulang.copwhich also has this feature.
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