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Abstract

Research background:A literature review on innovativeness and instdo§ pointing to
their correlation and the possibility of their jpexamination.

Purpose of the article: This paper attempts to devise a measurement mébhadcreative
economy, where as a result of feedback betweeitutishs, human capital and technology
conditions facilitating the development of crediiare created.

Methods: An empirical meta-analysis of indicators chardsteg innovativeness and insti-
tutional environment was carried out, following thgpothesis that at least in part they
contain common information on creative economy.

Findings & Value added: The new synthetic index, a creative economy in@&kl), was
constructed. The study was conducted for a groupdodconomies of the European Union
and its associated states for the period of 20064-20
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Introduction

Innovations and institutions are regarded as ketpfa supporting econom-
ic growth. The question, therefore, arises whe#imel to what extent inno-
vations and institutions constitute a common eldnaérpro-effective and

pro-growth solutions, in which a crucial role isypéd by the free creativity
factor — a creative economy. The paper presentsasurement method of
a creative economy seen in this way. To this entpigcal meta-analysis
of indicators characterising innovativeness anditirtonal environment

was performed following the hypothesis that at tléagpart they contain

common information about a creative economy, and aenew synthetic

index, a creative economy index (CEIl) was constdicThe first part of

the paper presents a literature review on innogatgs and institutions,
highlighting correlations and the possibility okthjoint examination. The

second part describes the method and the dataTisedhird part discusses
the results of factor analysis and a new creattomemy index.

Aim and scope of the research

The significance of innovation and institutions fbe effectiveness of the
economy and, as a consequence, for economic giswthessed in numer-
ous studies (Schumpeter, 1934; Schumpeter, 1938wS957; Machlup,
1962; Kuznets, 1966; Kuznets, 1972; Romer, 198&akuy1988; Romer,
1990; Aghion & Howitt, 1992; Romer, 1994; AcemogkQ09). When
expounding the determinants of long-term economievth in the light of
diminishing marginal productivity of inputs law tetition has been paid to
the special role of the productivity factor. Itfector productivity which
should be increased in order to maintain outpw gtven level or to in-
crease it. Solow (1957) pointed to the substardiere of productivity
growth in economic growth. In his model, factor gwotivity was viewed
as a ‘technical change’, any kind of shift in thegquction function (Solow,
1957, p. 312). Moreover, Kuznets (1966, p. 81) ol that labour and
capital accumulation constitute more or less ahtefthe rate of growth in
per capita product. According to Kuznets (1966yuantitative increase in
workers’ hours and physical capital is a small pathe output. Identifying
the sources of productivity gains required a diniftn an exogenous to an
endogenous approach. The origins of the endogemsat the technical
change category go back to Schumpeter's work (19339). Schumpeter
was regarded as a forerunner of innovation thedng attempted to in-
troduce the issue of technological advancementtheanarginal produc-
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tivity theory. He defined innovations as the forimatof new products or

services, new production methods, new markets, raw materials and

new organizations (Schumpeter, 1934, pp66%. According to Schumpet-
er, the mechanism of practical implementation eentions by entrepre-

neurs is a driving force behind economic growthwideer, Schumpeter did

not explain the source of invention provenance.s8gbent attempts to

explain the sources of technological advancemembeafound in the work

of Knight (1944), von Neumann (1945), Arrow (1962)zawa (1965),

Schmookler (1966), Nordhaus (1969), Romer (1986%as (1988), Romer

(1990), Aghion & Howitt (1992). Generally, two soas of this advance-

ment can be seen, i.e. accumulation of scientific @echnological

knowledge, as well as an increase of human captedults of activity in
these fields indirectly and directly contributefé@tor productivity growth
through, inter alia:

— increasing the number and/or quality of intermedligbods, which are
innovations applied to the manufacturing of finalogs, enabling the
limiting of the decreasing marginal productivity pfoduction factors
(Romer, 1990; Rivera-Batiz & Romer, 1991; AghiorH&witt, 1992),

— improving the resource of final goods of highetitytievel for house-
holds (Grossman & Helpman, 1991),

- increasing human capital stock and/or productigitjhhuman capital, in
particular, those engaged in R&D activities (Rom&®90; Lucas,
1988),

— the occurrence of positive externalities conneetéd the lack of possi-
bility to entirely appropriate benefits from an avation by the entity
bearing the risk and cost of implementing the sotu{Romer, 1986;
Romer, 1994).

The quantification of innovation’s influence on aeomic growth is un-
dertaken within the framework of three general apphes. The first is
connected with so-called ‘growth accounting’ basedthe above men-
tioned neoclassical models of growth and a new tirdlaeory with endog-
enous models of growth. In neoclassical modelse#isential role of factor
productivity in economic growth is stressed (Solweésidual, total factor
productivity — TFP) as an exogenous variable,d.technical change was
given as outside of the model (Swan, 1956; Sol®%71 Mankiwet al,
1992).

Factor productivity modelling has become a subpéstudies within the
endogenous models of growth. The endogenous growebry encom-
passes a variety of different models. Empiricakaesh based on these
models is proven by the following determinants a€tbr productivity
growth and economic growth:
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- human capital stock and population quantity (Mankitval,1992;

Bashir & Darrat, 1994; Strulik, 2005),

— scientific knowledge stock, R&D expenditures and DR&vorkers

(Jones, 1995; Howitt, 1999; Freire-Seren, 2001),

— government policy (King & Rebelo, 1990; Rebelo, 19Breire-Seren,

2001),

— externalities (Lucas, 1988; Beclkatral, 1990).

A different approach, i.e. a non-model approactihéomeasurement of
innovation influence on economic growth was proposs Machlup
(1962). In the era of aggregate production funcpopularity, instead of
growth accounting he applied national accountingsi®n of National
Accounts).

Machlup’s approach is partly used to diagnosedingree of innova-
tiveness of the economy in the currently populdidator approach. It con-
sists of collecting a set of qualitative and/or mfutative variables on the
basis of which composite indices (CI) are builggliosing the innovative-
ness level of a given economy. The following candisinguished from
among the most popular in this field of researcECD (1996), World
Bank (2012); Hollanderst al (2015), Dutteet al. (2015). Most of these
pieces of work resulted in composite indices dgwedbon the basis of the
adopted methodology. Cl values calculated for indial countries allow
for the evaluation of the innovativeness levelchtelogical potential or
guality of human capital based on adopted critarid drawing up rank-
ings, and benchmarking (e.g. Balcerzak, 2016; Ba#te 2016a).

In another research trend, the significant rolesfitutions in economic
growth is highlighted. The revival of an instituta approach in economics
is particularly connected with O. Williamson and@.North’s work of the
1980s. However, it is a multi-trend, methodolodicdiverse field of stud-
ies with origins going back to the American ingtanalism of the 1930s,
its continuators (e.g. G. Hodgson, 1998), and exdsiders of mainstream
economics from 1940-80, such as F.A. Hayek. Broaggaking, it also
embraces evolutionary economics (R. Nelson) wglorigins in the works
of J. Schumpeter, and even considerations in & ¢if constitutional eco-
nomics and public choice (e.g. J. Buchanan).

A belief shared by the proponents of new institugitsm is that institu-
tions play a significant role and can be analysé&t wmethods developed
by economics (Williamson, 2000). According to Noitl990), existing

! This model is a link between neoclassical modélgrowth and new growth theory
with endogenous models of growth; it accountednfoman capital as argument production
function
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institutions create a framework in which activiti® undertaken and in-
centives to develop these activities (or not toetlgy them) are created.
Organisations operate to maximise their wealthiwituch constraints and
react to incentives originating from the institum# environment. They
carry out activities that allow them to make thsthese of existing oppor-
tunities, look for information, learn-by-doing, st in knowledge and
adjust to the existing institutional framework. tderthe type of activities,
including the type of acquired knowledge, dependstize institutional
framework, defining the possibilities of an orgaatign’s activities. For
example, if an institutional framework providesentives for speculative
activities, but not for manufacturing ones, thegamisations improve the
former, including searching for knowledge on thidbjsct, and do not im-
prove manufacturing technigues. The institutiomalnfework co-defines
the direction in which the search for knowledge akitls heads. The exist-
ing institutional framework can thus be an inceatior pro-developmental
behaviour, or, conversely, for speculative, nordpitive activity. In the
literature there are several researches concetimnguality of institutional
environment for innovative economy (e.g. Balcer&aRietrzak, 2016)

Interdependencies between technological advancearghtinstitutions
were noticed relatively early. Initially, there wasconviction that institu-
tions adjust to technological changes. However, metitutionalism per-
ceives this issue differently. Seminal works irstheld were created, inter
alia, within evolutionary economics, leading to ttevelopment of an ap-
proach called the National Innovation System (Esligu005). The starting
point was a discussion on the dissimilarities ie thnovation process
among countries due to institutional, organisatiomastructural differ-
ences. It is said that institutions favour innosatbecause it gives rise to
the necessary stability for fluid knowledge exchesgnd learning process-
es (Carlsson & Jacobson, 2005). Neverthelesseataime time, to innovate
implies to break or alter routines and behavioues, to alter institutions
(Nelson & Winter, 1982). At any time, the institutial structure has a pro-
found effect on, and reflects, the technologie$ #éna in use and which are
being developed (Nelson & Nelson, 2002). Hence wal there with the
interdependence or co-evolution of innovation arsdifution.

Acemoglu (2013), summarising his research on depands between
technology, innovations, institutions and econogrimwth, states that at the
roots of economic growth lie technological chandmsd, it is institutions
that define the nature, pace and scope of techigaloghanges. He distin-
guishes between inclusive and exclusive institgtidnclusive institutions
are those that provide opportunities and incentfeeshe development of
innovations and economic activity. These incentimes based on, inter

47



Equilibrium. Quarterly Journal of Economics and Boonic Policy 12(1), 43-62

alia, aligned property rights, while opportunitiase enhanced by a level
playing field, absence of entry barriers and thevision of basic public
services. Economic inclusive institutions are reioéd by political inclu-
sive institutions characterised by a wide distitnutof political power (re-
striction of the monopolisation of political ando@omic power) and cen-
tralisation of the state which allows for the penfiance of its basic func-
tions. On the other hand, exclusive institutions eharacterised by the
absence of economic and political freedom, transfeesources to narrow
elites and the absence of a level playing fielderoglu and Robinson
(2012) carried out a broad historical analysistaa subject in a book enti-
tled Why Nations Fail: The Origins of Power, Prosperiynd Poverty.

Hence the question arises: whether and to whanhekiaovations and
institutions are a common element of pro-effectivel pro-growth solu-
tions, in which the key role is played by a freeativity factor — creative
economy. In the literature, there are several rekegpproaches to the term
of creative economy. Howkins (2001) points to fiftecreative industries
building creative economy, i.e. advertising, arettiire, art, crafts, design,
fashion, film, music, performing arts, publishingsearch and develop-
ment, software, toys and games, TV and radio, amdpater games. Eco-
nomic properties of the creative industries wergcdbed by Caves (2000).
Florida (2002) identified a new social group — ¢reaclass; it is com-
posed of people who have a creative ethos. Theacteaistics of the crea-
tive class are creativity, individuality, diversitgpenness, talent and toler-
ance. Florida is an author of the 3T growth thelsaged on technology,
talent and tolerance.

In this paper, the term ‘creative economy’ will mesn economy where
as a result of feedback between institutions, huozguital and technology
conditions facilitating the development of creatiyiwhich is an accelera-
tor of innovativeness on micro, meso and macrol lesereated. Such an
approach does not merely confine creativity todhkural sector and cul-
tural industries (i.e. film, music, performing grts creative economy is
based on the pillars of good quality institutiotedented people as well as
embodied and disembodied knowledge.

The paper’'s goals are: (1) the empirical meta-amlgf the indicators
characterising innovativeness and institutionaliremnent following the
hypothesis that, at least in part, they contain mom information on
a creative economy; (2) the construction of a ngmtheetic index, a crea-
tive economy index (CEI).
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Methodology and data

The accomplishment of the set research goals edjtiire following steps
to be taken:

Step 1. Literature review on the methods of constrg composite indica-
tors.

On the basis of the literature studies, the follaystages of developing
Cl were identified: developing a theoretical franoeky selecting variables,
imputation of missing data, normalisation of datayltivariate analysis,
weighting and aggregation, and presentation of @EED, 2008). Addi-
tionally, an analysis of the benefits and drawbawksnected with the de-
velopment and implementation of the CI to studyeannomic phenome-
non was performedZglazny 2016; Grupp & Schubert, 2009).

Step 2. Selection of variables characterising irativeness and institu-
tional environment

In connection with the research goal (empirical aratalysis), the list
of innovation and institutional variables was drafwom existing data-
bases.

The database of innovation indicators — Innovatibmon Scoreboard
Database (2015) includes 25 indicators groupedthmee types and eight
dimensions. In the last column, the variables #rébated the order num-
bers (VLV25). The details are shown in Table 1 (Annex).

In the basic version of the database, the valuamast indicators for
EU-28 as well as Turkey, Iceland, Norway, SwitzediaSerbia and the
Former Yugoslav Republic of Macedonia for the petiad 2005-2012 were
collected.

A characteristic feature of the existing databateribing institutional
solutions is that even the indicators publishediigiven database show
a significant level of mutual correlation, i.e. tfaet that they convey simi-
lar information, such correlations also exist betwelatabases. For re-
search purposes, indicators characterising ingtitsitwere taken from sev-
eral databases. In the last column, the variablesa#ributed order num-
bers (V26V71). The details are shown in Table 2.

Finally, the database of institutional indicatarsludes 46 variables for
EU-28 as well as Turkey, Iceland, Norway, SwitzediaSerbia and the
Former Yugoslav Republic of Macedonia for the perif 2005-2014.
Altogether, the database includes 71 variabless worth stating that
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among the 71 variables there are stimulants acowufdgr the majority of
data, as well as variables which are destimul&tisiulants are variables
whose increasing values are desirable from thedptant of the general
characteristics of the studied phenomenon, andnadsints are variables
whose decreasing values are positively evaluated the point of the phe-
nomenon.

Step 3. Supplementing missing data

The database was modified both in the time andespatge. If data for
the latest year was not available, the most reaeailable data was used.
Data not available at the beginning of the timdesewas replaced with
values from the next available year.

Step 4. Standardization of data

First, the values of every variable for differeetays and countries were
grouped together into new variables. Then, thedstatzation procedure
(i.e. z-scores), which converts variables to themon scale with a mean
of zero and standard deviation of one, was used.

Finally, we obtained a matrix of 71 variables fd03bjects, where the
number of objects results from the sample sizec(@htries) and the length
of the time horizon (10 years — 2005-2014). Theueslof variables are
within the range <-6.55; 4.79>.

Step 5. Multivariate analysis

In order to group and reduce the 71-element sptinfary variables on
innovation and institutions describing 340 obje&stor analysis applying
the principal component method (Hair ét.al, 2009; Loehlin, 2011) was
used. Factor analysis reduces a large number @fbkes into a smaller set
of uncorrelated variables, and removes redundamcgluplication from
a set of initial variables. It should be used wtliba researcher has no
a priori hypothesis about factors or patterns ofisneed variables. This
method allows the determination of the so-calleshgygpal components,
which are uncorrelated with each other and contast of information on
the studied phenomenon. It is based on a corralatiatrix. It is assumed
that the differentiation of each variable can beoteposed into a common
variance resource, which can be linked with factarsl specific variance
resource. The higher the common variance resotiredyetter the explana-
tion of diagnostic variable differentiation by factanalysis model. The
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basis for result interpretation is the matrix aftta loadings, on the basis of
which variables are attributed to individual faster principal compo-
nents. The first principal component is the comtidmathat accounts for
the largest amount of variability in the samples second accounts for the
next largest amount of variance and is uncorrelatiéid the first and so on
(Nicoletti et al, 2000, p. 19). The decision on the final numtfearalysed
factors requires a combination of the quantitatkigeria, which is known
from the literature, and the researcher’s knowledgethe analysed phe-
nomena. There is no single criterion for selectlmgnumber of factors. In
literature the following criteria are mentioned:pkined variance scree
criterion and Kaiser’s criterion (Loehlin, 2011hd final decision lies with
the researcher and may depend on the possibilityt@ipreting the results.

Step 6. Weighting, aggregation and presentatiodlof

On the basis of the matrix of factor loadings afteation, the propor-
tion of the total unit variance of the factor whishexplained by the factor
loading of a specific variable (the square of fadtading divided by the
variance) was defined. Using the results, individaaiables with the high-
est outcomes (weights) should be rearranged irgosgiecific number of
intermediate composite indicators (ICl). This numig identical to the
number of principal components pointed to at Steftie intermediate
composites are aggregated by assigning a weighadb one, equal to the
proportion of the explained variance in the data(€&CD, 2008, p. 90;
Nicoletti et al, 2000, p. 19). In the cases when the obtainedht®&ido not
add up to unity, they should be rescaled accourfitinthe total value of the
explained variance in the data set. The final ca@itpoindicator is ex-
pressed by the formula:

n
Cl=> wICl, (1)
i=1
where:
w; — weight of IC] satisfying conditions  O<wil andZWi =1
n — number of ICls

2 Cumulative percentage of variance (criterion)risasea of disagreement in the factor
analysis approach. No fixed threshold exists, algocertain percentages have been sug-
gested. In natural sciences, factors should bgystbgvhen at least 95% of the variance is
explained. In humanities, the explained varianamimmonly as low as 50-60%.
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Empirical results

The reliability of conducting factor analysis wasted in Step 1. The ma-
trix of correlations was analysed and measure tgpathe adequacy Kai-
ser-Meyer-Olkin — KMO was carried out (the analyzest of data has
a value of KM0O=0.926).

In Step 2, factors were selected that applied theipal factor method.
In cases of the variables analysed in this paperindividual factor selec-
tion criteria allowed for the selection of 1 to seal factors. It was assumed
that factors explaining at least 60% of the inidatabase variance in total
are taken into consideration (criterion advocatediECD, 2008, p. 89 or
Nicoletti et al, 2000, p. 20), which allowed for the selectiordafactors.
Table 3 presents information on eigenvalues andeimained variation
before rotation.

In Step 3, an analysis of 4 selected factors waslucied and the rota-
tion of factors was carried out. The most commaabyplied normalised
varimax rotation was used and other rotation methodre also utilized
(results were also analysed for a normalised Bimaed rotation). Individ-
ual rotations did not give fundamentally differeasults. In general, 4 fac-
tors explaining at least 60% of variability of tivaole variable set are sub-
ject to a relatively unambiguous interpretation.

Factor 1 (f1) — inventive economy (IE). This facexplains the varia-
bility of institutional indicators describing thales of conducting economic
activity, in particular its freedom and most of tmmovation indicators.
This factor explains (depending on the rotatioonfr36% to 45% of the
total variability of the output data set.

Factor 2 (f2) — political institutions (PI). Thiadtor includes the varia-
bility of factors measuring political institutionaspecially from the Polity2
database, Freedom in the World (PR, CL), FreedothefPress and also
most of the Political Stability and Absence of \éinte/Terrorism rotations,
as well as voice and accountability, and the Wa&@#hk database. What
could be considered somewhat surprising in thistecdanis the role of
“sound money,” although this variable is heavilfluenced by the auton-
omy of a central bank, which can be considered fthenperspective of
check and balance mechanisms in the political systieus it can be inter-
preted from the standpoint of political institutson

Factor 3 (f3) — business regulations (BR) — a fatat is hard to in-
terpret unambiguously, including some regulationsparticular those di-
rectly connected with conducting economic actigiggistration and prop-
erty rights transfer, regulations on establishimgl @onducting economic
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activity, i.e. taxes, labour market, redundancies, eaccess to financial
information, availability of credit).

Factor 4 (f4) — fiscal institutions (FI). This factgroups information
on institutional solutions in the field of publien&nce, including fiscal
freedom and also size of government.

Next the creative economy index was determined.fdbeintermediate
composite indicators identified can be aggregased, each intermediate
indicator is weighted according to its contributitmnthe portion of the ex-
plained variance in the dataset, i.e. the nornlssam of squared loadings
(Nicoletti et al, 2000, p. 19). Finally, the creative economy inde ex-
pressed by the following formula:

CEIl=0.57IE + 0.19P1 + 0.11BR + 0.13FlI (2)

The values of the index are presented in Table 4.

The ranking of studied countries for the year 2b4ded on the values
of the creative economy index is presented in Eigur Quartile groups
were denominated. The group of leading economiesgspect of creative
economy as defined in this paper, consists of:laRdy Switzerland, Swe-
den, Denmark, the Netherlands, Luxemburg, the driimgdom, Ireland
and Norway. They are characterized by the highesility institutional
environment (V26, V28, V29, V30, V31, V32, V33, V3643, V44, V48,
V49, V50, V51, V52, V53, V54, V55, V56, V57, V58,64, V71) directly
stimulating creativity and innovativeness (V4, W4, V9, V11, V14, V15,
V18, V21) — the same list of countries appears i &nd IE scoreboards
with some order changes. They also have the higheks in political insti-
tutions (V27, V29, V45, V46, V69, V70), businesgutations (V47, V61,
V62) and fiscal institutions (V34, V35, V42).

The second group is constituted: Germany, Auslcigdand, Belgium,
Estonia, France, Malta and Portugal. They genelealiye solid institutions
that form relatively good conditions for creativeoaomy development. It
is a heterogenous and specific group. Germany aadcE have stable,
innovative and competitive economies but specifistiiutional arrange-
ments (more than in the first group’s administmtobstacles). The rest of
the group consists of countries that rather foltnan propose new solu-
tions.

The third group of countries may be called creadeenomy catching
up countries, i.e.: Cyprus, the Czech Republicoiiat Lithuania, Slove-
nia, Poland, Latvia and Hungary. Most of thesetiamesition countries that
build the institutional environment necessary naydor a market econo-
my development but also, and perhaps above allcfeative economy
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development. The preparation of efficient solutionsthe areas of: in-
ventive economy, political institutions, businesgulations and fiscal insti-
tutions will allow them to shift towards creativeomomy followers or even
leaders). The implementation of bad solutions d¢ack of any activities
will place them in the group of creative econonggers.

The fourth group, characterised by the lowest \alokethe index, in-
cludes: Slovakia, Italy, Macedonia, Greece, CroaR@amania, Turkey,
Bulgaria and Serbia. We called them creative econlaiggers. Excluding
Italy, Slovakia and Macedonia, they have the waolnsee of four sub-
indexes of CEIl. Incentives for innovative activgtiare not stimulated, be-
cause of their institutional weaknesses

Conclusions

A creative economy is an economy in which condgidor the develop-
ment of creativity exist and are regarded as arlaor of innovativeness
on micro, meso and macro level. The empirical naetalysis of 71 varia-
bles characterising innovativeness and institutiograironment in 34
countries in the period of 2005-2014 proved theoltypsis concerning the
simultaneous role of innovations and institutionglescribing the creative
economy phenomenon. Four main components of tlikeskyphenomenon
were distinguished, i.e. inventive economy, pditistitutions, business
regulations and fiscal institutions. These becohmelasis for building the
creative economy index (CEl). CEIl is an alternativeasurement method
of creative economy development combining variablegracterising inno-
vativeness and the institutional environment irivaig country.

The measurement of the level of creative econonweldpment based
on the creative economy index allowed the presientatf the index values
for 34 countries, longitudinal changes in the pérad 2005-2014, and dis-
tinguished four groups of countries based on theadled ‘quartile groups’.

An interesting field for further research seemshéothedependence
analysis between CEI (anige four components of the creative economy
index) and economic growth. It will be the aim benext step of our
research, after supplementing the time series of CE
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Annex

Table 1. Indicators describing innovation according to Iwaiion Union
Scoreboard Database 2015

Enablers No.
1.1.1 New doctorate graduates (ISCED 6) per 100thefpopulation V1
aged 25-34
1.1.2 Percentage of the population aged 30-34 gaaampleted tertiary V2
education
1.1.3 Percentage of youth aged 20-24 having attaateleast upperV3
secondary level education
1.2.1 International scientific co-publications patlion population V4
1.2.2 Scientific publications among the top 10% nwited publications V5
worldwide as % of total scientific publicationstb country

Human resources

Open, excellent and
attractive research
systems

1.2.3 Non-EU doctorate students as a % of all dat#cstudents V6
Finance and 1.3.1 Public R&D gxpenditures as % of GDI_:’ V7
1.3.2 Venture capital (early stage, expansion apiacement) as % ofv8
support cDP
Firm activities
Firm investments 2.1.1 Business R&D expenditures as % of GDP V9
2.1.2 Non-R&D innovation expenditures as % of twero V10
Linkages & 2.2.1 SMEs ipnovating in-house as % _of SMEs V11
entrepreneurship 2.2.2 Innovative SMEs collaborating with other9/asf SMEs V12
2.2.3 Public-private co-publications per milliongadation V13

2.3.1 PCT (Patent Cooperation Treaty) patent agipdias per billion V14
GDP (in PPSE€)

Intellectual assets g.s.sz{%)PCT patent applications in societal challenger billion GDP (in V15

2.3.3 Community trademarks per billion GDP (in PPS€ V16
2.3.4 Community designs per billion GDP (in PPS€) 17V
Outputs
Innovators 3.1.1 SMEs introducing product or predesovations as % of SMEs V18
3.1.2 SMEs introducing marketing or organisatianabvations as % ofV19
SMEs
3.1.3 Fast-growth in innovative industries V20

Economic effects  3.2.1 Employment in knowledge-intensive activitgsanufacturing andV21
services) as % of total employment
3.2.2 Medium and high-tech product exports as %totél product V22
exports
3.2.3 Knowledge-intensive services exports as %taf service exports V23
3.2.4 Sales of new to market and new to firm intiovs as % of V24
turnover
3.2.5 License and patent revenues from abroad efsGBP V25

Source: European Commission (2015); Hollandees., (2015).



Table 2. Indicators describing institutions according teestéd databases

Database I ndicator No.
1.1 Voice and Accountability V26
1.2 Political ~ Stability and  Absence  o¥27
. . Violence/Terrorism
Worldwide Governance Ind|cat0.i3 Government Effectiveness Vo8
1.4 Regulatory Quality V29
1.5 Rule of Law V30
1.6 Control of Corruption V31
2.1 Property Rights V32
2.2 Freedom from corruption V33
2.3 Fiscal Freedom V34
2.4 Government Spending V35
Index of Economic Freedom 2.5 Business Freedom V36
2.6 Labor Freedom V37
2.7 Monetary Freedom V38
2.8 Trade Freedom V39
2.9 Investment Freedom V40
2.10 Financial Freedom V41
3.1 Size of Government V42
. . 3.2 Protection of property rights V43
Economic Freedom of the Worldyg Legal System & Property Rights V44
3.4 Sound Money V45
3.5 Freedom to trade internationally V46
3.6 Regulation Va7
4.1 Property rights V48
4.2 Intellectual property protection V49
4.3 Diversion of public funds V50
4.4 Public trust in politicians V51
4.5 Judicial independence V52
Global Competitiveness Report 4.6 Favoritism in decisions of government officials V53
4.7 Wastefulness of government spending V54
4.8 Burden of government regulation V55

4.9 Efficiency of legal framework in settling digps V56
4.10 Efficiency of legal framework in challenginy57
regulations.

4.11 Transparency of government policymaking V58
5.1 Starting a Business V59
5.2 Dealing with Construction Permits V60
5.3 Registering Property V61
. . 5.4 Getting Credit V62
Doing Business 5.5 Protecting Minority Investors V63
5.6 Paying Taxes V64
5.7 Trading Across Borders V65
5.8 Enforcing Contracts V66
5.9 Resolving Insolvency V67
Pality IV 6.1. Polity V68
. 6.2 Political Rights V69
Freedom in the World 6.3. Civil Liberties V70
Freedom of the Press 8.1 Freedom of the Press V71

Source: Kaufmann & Kraay (2015); The Heritage Faiiwth (2015); Fraser Institute
(2015); World Economic Forum (2015); World Bank 18); Freedom House (2015).



Table 3. Eigenvalues and factor explained variation

eigenvalue explained variation cumulative explained variation
f1 33.6 47.4 47.4
f2 4.3 6.0 53.4
3 3.8 5.4 58.8
f4 2.9 4.1 62.9
5 2.5 3.6 66.4
6 2.2 3.1 69.5
7 1.9 2.7 72.2
8 1.8 2.5 74.7
f9 1.7 2.3 77.0
f10 1.5 2.1 79.1

Table 4. CEl values for selected countries in the perio@@#5-2014

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

BE 033 033 037 039 036 035 037 039 040 040
BG -1.05 -1.03 -0.99 -097 -093 -091 -092 -0.88 -0.92 -0.96
Ccz -036 -0.37 -040 -039 -038 -042 -043 -0.39 -0.37 -0.28
DK 115 114 1319 122 119 109 111 093 0.89 094
DE 065 066 069 065 062 061 056 058 061 0.62
EE 002 005 011 019 018 019 028 024 021 0.27
IE 059 060 062 063 058 055 060 063 067 0.75
EL -052 -048 -050 -059 -063 -0.65 -0.79 -0.88 -0.82 -0.77
ES -0.09 -012 -0.10 -0.10 -014 -0.18 -0.17 -0.17 -0.24 -0.33
FR 028 028 031 033 030 034 034 029 0.26 025
HR -093 -089 -081 -080 -078 -0.7v8 -0.v6 -0.77 -0.77 -0.77
1T -043 -048 -047 -053 -054 -049 -049 -055 -0.56 -0.62

CcY -0.08 -002 007 018 017 016 013 0.02 -0.09 -0.14
LV -0.56 -0.52 -0.53 -055 -060 -0.63 -059 -050 -0.48 -0.45
LT -0.51 -047 -041 -042 -048 -048 -045 -039 -0.39 -0.35
LU 067 068 069 074 082 081 076 073 072 0.77
HU -0.36 -033 -0.34 -042 -042 -043 -045 -054 -055 -0.59
MT -0.13 -0.09 0.02 003 -001 -0.05 -0.07 -0.05 0.01 -0.06

NL 084 08 087 08 084 08 090 099 095 094
AT 066 067 077 071 065 064 056 049 049 051
PL -0.70 -0.70 -0.70 -0.70 -058 -0.47 -042 -041 -040 -0.37
PT -0.09 -006 -0.05 -004 -011 -021 -025 -0.18 -0.14 -0.09
RO -1.26 -1.21 -1.03 -096 -094 -091 -093 -097 -0.93 -0.80
Sl -0.30 -0.27 -0.17 -0.17 -011 -0.23 -0.29 -0.30 -0.34 -0.36
SK -0.51 -046 -046 -049 -052 -056 -0.58 -0.57 -0.63 -0.62
Fl 105 104 108 104 103 099 105 113 114 111
SE 095 098 107 1315 119 120 116 110 1.07 097
UK 072 073 065 060 059 061 067 073 0.72 0.76
TR -1.15 -110 -1.02 -1.06 -1.06 -1.01 -093 -0.88 -0.86 -0.92
1S 089 083 081 074 066 053 056 054 045 045

NO 069 069 071 070 072 068 066 068 071 073

CH 093 092 100 101 099 098 099 103 099 0.99

RS 142 -131 -123 -122 -117 -114 -114 -118 -1.17 -1.15

MK -1.34 -127 -114 -106 -1.02 -098 -094 -0.82 -0.73 -0.63
Source: own evaluation. The database is available the website http://
http://rzelazny.pl/category/cei.
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