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Abstract: The main objective of the paper is to investigatgprties of business
cycles in the Polish economy before and after #oemt crisis. The essential issue
addressed here is whether there is statistical encé that the recent crisis has
affected the properties of the business cycleuhtiins. In order to improve ro-
bustness of the results, we do not confine oursétvany single inference method,
but instead use different groups of statisticallspdncluding non-parametric
methods based on subsampling and parametric Bayes&hods.

We examine monthly series of industrial productif’om January 1995 till
December 2014), considering the properties of cyiriggrowth rates and in devia-
tions from long-run trend. Empirical analysis isdaal on the sequence of expand-
ing-window samples, with the shortest sample enisii@ecember 2006. The main
finding is that the two frequencies driving busgeycle fluctuations in Poland
correspond to cycles with periods of 2 and 3.5 geand (perhaps surprisingly)
the result holds both before and after the crivig, therefore, find no support for
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the claim that features (in particular frequenci#isat characterize Polish business
cycle fluctuations have changed after the recemdticrThe conclusion is unani-
mously supported by various statistical methods déina used in the paper, howev-
er, it is based on relatively short series of tla¢adcurrently available.

Introduction

The global financial crisis, with its origins in gust 2007, has addressed
the need of a major rethinking in macroeconomibgnging substantially
directions of the frontier research. In particulabyupt, strong and omni-
present effects of the crisis in the US subprimeketaaffecting the global
economic growth, prompted new studies on the natfite procyclicality
of the financial system, which has existed in macamomics through dec-
ades as a topic of secondary importance; see Wiab¢{®603). Therefore,
the analysis of the empirical properties of thafical cycle is one of the
most important issues of the empirical macroeconsnriowadays; see
Borio et al. (2011), Borio (2014) and Drehmahal. (2012).

On the other hand, the aforementioned major reiiinkn macroeco-
nomics has not only paved new routes for reseascbet it showed some
new perspectives of problems that have been stddredecades. Just be-
fore the crisis, the empirical macroeconomics veaesi$ed on the observed
correlation of changes of the world economic attivihe years preceding
the crisis have seen new studies focused on catistmuof appropriate
measures of synchronization of the business cyalther, than examining
well established properties of the cycle in the nod®conomies (see Stock
& Watson, 2005; Doyle & Faust, 2005; Imbs, 2004;sKet al., 2003;
Koseet al.,2008).

The economic growth in the 1980s and 1990s has temearkably more
stable than the eight or nine decades that precedé€dnsequently, many
researchers indicated that the properties of theinbas cycles changed
distinctly, making fluctuations of economic actyvielatively weaker at the
beginning of the XXI century (see Taylor 1998; Rom®99; Stock &
Watson, 2003). In the mid-1980s, recessions in rmcke economies rarely
occurred and have become less pronounced, whileneign phases have
become longer-lasting (see Kanreral, 2012). The literature explains this
phenomenon by the globalization processes, thenmaonal and tech-
nical development observed in financial marketanges in the structure
of aggregate output, with growing importance of ¢kevice sector and still
important but declining contribution of manufachgito the growth, and
— more importantly — better macroeconomic polidisee Blanchard &
Simon, 2001; Romer, 1999).
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However the impact of the global financial crisis the economy was
definitely very strong. Hence the properties of tyelical fluctuations in
the real sector may have changed substantially, Atere is no doubt that
all the explanations mentioned above for the hygtithl existence of the
new era of stable economic growth that would haenknitiated in 1980s,
are no longer valid. Therefore the problem of reegwivestigation of the
empirical properties of the business cycle, esfigdiar small open econ-
omies, is of importance nowadays. It is of cruaigbortance for the design
of successful monetary policy. Moreover, Polishresoy can be perceived
as an interesting case, as it stayed resiliefite¢anhpact of the global finan-
cial crisis and seems to represent certain dedrbalance between internal
and external factors influencing business cycle.

The properties of business cycle in the Polish ecgnwere examined
by Skrzypczyiski (2010), Gradzewiczt al (2010), Adamowiczet al
(2008), Skrzypcziska (2014) and partially in Wko (2009).
Skrzypczyski (2010) used nonparametric band-pass filters spettral
methods; the author concludes that on a basis $hPGDP data two
lengths of business cycle were detected in the 483%/ period, hamely
a shorter business cycle with 3 years length atahger one, lasting 6-7
years. The same set of tools was considered inzéwadz et al. (2010),
but for a different set of macroeconomic data. Wten conclusion formu-
lated in the paper is that the length of the bussingycle is approx. 6-8
years based on spectral analysis applied to allceyatterns extracted
from the macroeconomic series under considerafioly in the case of
monthly industrial production index and monthly exp the business cy-
cles with length of 3-4 years were detected.sk@o(2009) considered
a small set of general business indicators, andntia conclusion was that
the length of business cycle is approx. 4 yearamalviczet al. (2008)
considered a broad set of macroeconomic indicat@gcting the cycles
within 2.5-4 years range. According to Skrzyptsisa (2014), the overall
business cycle dynamics of the Polish economy stnsif three overlap-
ping cyclical patterns corresponding to cycle lésgof 1.5-2 years, 3-4
years and 8.5 years. In summary, the authors hee® different statistical
methods, different datasets and obtained someviveiggnt conclusions.

The above overview suggest that the structureeobtlisiness cycle fluc-
tuations in Polish economy is not fully transpareédome of the authors
focus on identification of a single most importpattern of cyclical fluctu-
ations, whereas the observed dynamics could haae dirdven by different
interfering components. This suggests that a peigntuseful statistical
method should allow for joint identification of s¥al frequencies, and that
the crucial issue is related to the uncertaintpessed with statistical in-
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ference. The methods used in the literature vati thie respect to formal
advancement; some of the methods do not allowefing significance or
e.g. interval estimation of the cycle length.

The main objective of the paper is to investigatepprties of business
cycles in the Polish economy before and after doemt crisis, using fully
formal methods of statistical inference in orderst®d some light on the
discrepancies mentioned above. Since the lassdrisPoland was not as
deep as in other European economies (Poland wasl ¢die green island”
on a red map) we suspect that formal statisticdbtmight indicate that the
length of the business cycle have been relativtalyle before and after the
crisis.

Research Methodology

We make use of two main groups of statistical m#shlere. In the first
approach, we rely on subsampling inference abmatrelie spectrum of the
Almost Periodically Correlated (APC) stochastic qgasses (see Lenart,
2013; Lenart & Pipi&, 2013). The second approach bases on the Bayesian
inference utilized for formal small sample statigtiinference of frequen-
cies (or equivalently, period lengths) in a parainetetup. We focus here

on analysis of the parameters that are associdtbdhe length of the cycle

(or its frequency). Differences arising from amydi¢ or phase shift param-
eters are not of primary importance in the paperedver, we compare the
results with outcome of the method presented iand Song (2002).

We examine monthly series of industrial produciitaex (covering pe-
riod from beginning of 1995 till the end of 201¥Ye consider the series in
levels and in growth rates (relating current motatranalogous month of
the previous year). The former is equivalent toyaiag a cycle of devia-
tions, whereas the latter is equivalent to consitlem of a growth cycle.
The cycles are not perfectly equivalent, althougk possible to compare
the resulting estimates for frequency (cycle lepgdrameters.

As for the first group of methods, the statistiaahlysis of the length of
business cycle is based both on properties of ARE series and subsam-
pling methodology. For observed real valued maanemic processR;:
t0Z} with trend, seasonal and cyclical pattern, wedthe concept on the
basis on a univariate non parametric representation

E(B) = f(68)+ ) m(e™!

Ye¥
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where P, =In(P,) and f(t,f) is a polynomial of orderd, while
Ypew m(yP)e ¥t is an almost periodic function (see: Cordunea®89),
with unknown set of frequencié®% and corresponding Fourier coefficients
m(-). The set of frequencies that corresponds to bssiogcle length that
is greater than one and a half a year, is invaaéer non-parametric dif-
ferencing and (ZKMA filters, whereT is the number of observations dur-
ing a year (see Lenart & Pipie2013). Sincey € ¥ & m(y) # 0, the
problem of testing significance of frequengy(in the sense that € ¥) is
equivalent to testing the significance of a Foudeefficientm(y) (in the
sense that(y) # 0). It is important to emphasize that the methodplisg
not based on the filtering methods, which is aimlititve feature of the ap-
proach. In order to test the significance of Faucigefficients, the subsam-
pling (see: Politiset al., 1999) is applied since the asymptotic distribution
of the test statistics is too complicated to beduseractice. More details is
given by Lenart and Pipig(2013).

As for the second group of the methods, for the sdkparametric anal-
ysis we assume the following structure of the tsages under considera-
tion:

Ry = pt + v

whereR; represents y-0-y growth rates, with corresponding to a station-
ary Gaussian autoregressive process of grdand

F
U = Zle(al‘f sin(tqbf) +ayy cos(tq.’)f)).

Parameterg; € (¢, ¢y) < (0,m) represent frequencies of the fluctua-
tions, whereag, ; anda, ; represent amplitudes and phase shifts. \With
being estimated rather than set knaavpriori, the structure of the dynam-
ics can be modeled in a flexible way, allowing floe existence of several
significant components in the overall dynamic patté&stimates of’ can
be obtained by conducting a fully formal model camgon.

Bayesian estimation of the above model requiresipation of the
prior densities for the parameters under consiaeratVe make use of the
proper priors, in particular the frequency paramsefthat are crucial in the
analysis to follow) are assumed to aepriori uniformly distributed on
(¢, dy). The lower and upper boundary valus and ¢, are fixed so
that cycles shorter than one year and longer tBayears ara priori ruled
out. The idea of excluding longer cycles is relatdhe fact that the time
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series available for the Polish economy are ndtyréang, making the in-
ference on very low frequency features very prokliéen Moreover, based
on posterior results fap, it is possible to induce the equivalent posterior
for cycle length, which takes into account the wtaiety associated with
identification of the cycle length. The resultingrginal posterior can be
irregular (in particular multimodal), most likelyggesting tha# > 1.

It must be highlighted that the crucial featuretlod methods outlined
above is the formal way of dealing with inferenti@mcertainty. Significant
frequencies (or cycle lengths) can be identifieshgidormal tests (for the
subsampling-based approach) or e.g. highest postignsity (HPD) inter-
vals (for the Bayesian approach). It is therefoossible to avoidad hoc
decisions based on point estimates only.

In order to illustrate properties of the methodsdusere relative to some
other approaches used in the literature, we alswider the results ob-
tained using the procedure proposed by Li and $2042). This method is
called contraction mapping method (CM in short) asdumes that uni-
variate time seriesX;: t[1Z} is given by:

r

X = B cos(wit +9y) + &,
k=1

where {¢;:t € Z} corresponds to stationary time series with zeronmea
The objective of the method is to estimate the omknfrequency. Notice
that the mean function of the time serie&. {12} is almost periodic. For
details concerning the estimation procedure semdiSong (2002).

Empirical Results

In order to evaluate potential influence of theerdccrisis on business cycle
pattern, the empirical analysis to follow is basedthe sequence of ex-
panding-window samples, with the shortest sampldingnin December
2006, and the longest one ending in December 20ldrder to maintain
coherence, for the methods based on levels, thaliaobservation is Janu-
ary 1995, whereas for the growth rates it is Jan8e6.

The empirical results presented in the paper araded on analysis of
the time series of the industrial production indElxe idea is to choose the
crucial dataset and use a whole menu of variousstital methods instead
of applying simple methods to a broad set of seiddgch makes formal
pooling of the results difficult. The dataset ubede is depicted in Fig. 1.
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Figure 1. Dynamics of the industrial production index in Ralgy-o-y percentage
growth rates, monthly data) in years 1996-2014
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Source: Eurostat.

Recursive analysis based on the subsampling apgpragglied to the
data in log-levels (which amounts to analysis & tieviations cycle) has
revealed the results depicted in Fig. 2, which gmesthe test statistics for
significance of |m(y)| with subsampling quantiles at nominal levels of
0.08, 0.05 and 0.02. Solid lines in each panelespond to values of the
test statistics, with critical values representedibtted lines.

Figure 2. Polish industrial production index — significangéduencies of the devia-
tions cycle uncovered by subsampling test
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Figure 2 continued
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In Fig. 2 the values on the horizontal axes ar@@sted with cycle
length in years and significant frequencies (cyetgths) correspond to the
cases in which the test statistics exceeds thiearitalues. The analysis
suggests the existence of three components inyteanacs of Polish indus-
trial production data, and the highest values eftdst statistics (relative to
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the critical values) characterizes the cycle ofrapp3.5 years. The two
remaining significant frequencies correspond toleeyengths of about 2
years and approximately 8-10 years (with quite ©mrable uncertainty in
the latter case). The results seem to be fairlglestalong with recursive
expansion of the sample. One can also see thainbertainty as for the
cycle length seems higher for shorter samples,wikiquite intuitive.

The results of the Bayesian parametric approachieapio the industrial
production index transformed to growth rates armgialed in Fig. 3. The
solid line represents probability density functiointhe marginal posterior
distribution for the duration parameter, obtained a@e-to-one transfor-
mation of the frequency parameigyf, obtained by assuming = 3. The
distribution has three modes, indicating existeofcthree different cycles.
Again, there are cycles with period length of 2rgeand about 3.5 years.
The two-year cycle seems to be estimated very selcin terms of length,
which is also very stable over time. The secondpmment associated with
the cycle of almost 3.5 years shows more unceyt@nt some instability.
However, it is very moderate and as the uncertdstaken into account,
the instability is by no means significant.

The analysis suggests the existence of the thingpooent correspond-
ing to the cycle of approx. 8 years. However, ttabpbility mass related to
the component is dispersed and it is difficult &wide decisive conclusions
other than that there is visible instability in @stimates, though it is cou-
pled with quite large dispersion. There is alsoifeernce between the
results from the non-parametric approach (Fig.2) toe results from the
Bayesian approach (Fig. 3) with respect to the gnigs of the longest
cycle. The changes in its estimated cycle lengtlsig from recursive
expansion of the sample) in the two approaches sedotiow the opposite
direction. However, the differences do not seetneignificant.

On the whole, the results of the Bayesian appraathin the growth
cycle setup seem quite coherent with the resultairedd by subsampling
methods with respect to the deviations cycle. TlayeBian parametric
method applied to growth cycle and non-parametethaod used to inves-
tigate cycles in deviations from trend lead to veimmilar inference regard-
ing cycles with period length of 2 and 3.5 years.the uncertainty is taken
into account, the results do not support the clairsignificant changes in
the business cycle pattern in Polish economy #feecrisis.
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Figure 3. Polish industrial production index — Bayesian niaalj posterior for
growth cycle length induced by posterior distribatof the frequency parameter
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Source: own calculations.

However, in order to provide a comparison to othethods used in the
literature, Fig. 4 depicts the outcome obtainetgishe parametric proce-
dure proposed by Li and Song (2002).
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Figure 4. Analysis of the Polish industrial production indgxo-y growth rates)
using the approach of Li and Song (2002)
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CM frequency estimates ranging from 0.05 to 0.3bdepicted on ver-
tical axes, with increasing number of iterations hmrizontal axes. The
number of iterations is equal to 50. The bandwjgirameters are the same
as in Lenart (2013), = 0.98 form< 8,m, = 0.99 for %< m< 16, andn; =
0.995 form> 17. Each frequency corresponds to the cycle length2af
y. Therefore, for the monthly data the set of fregpies (0.05;0.35) corre-
sponds to the length of the cycle between one dralfgear and ten years.
The results indicate that, contrary to the appreadlsed in the paper, the
method of Li and Song fails to detect differentipgic components that
seem to be present in the Polish industrial prodnatata. The results also
reinforce the importance of the cycle of almosty&&rs (which is associat-
ed with values of frequency parameter close t0)0.15

Figure 5. Significant cycle lengths — comparison of the resudtom non-
parametric and parametric Bayesian approach
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A summary of the point estimates of cycle length&imed by the non-
parametric subsampling-based approach and the pararBayesian ap-
proach is depicted in Fig. 5. Since the non-parametethod is not com-
putationally time-consuming, the estimates are tga@&very six months.
As for the two cycles with higher frequencies, thsults are rather stable
in time and very similar irrespective of the infece method. For the long-
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est cycles the point estimates from the two metlasdssomewhat diver-
gent, though the difference has to be assessedchdve uncertainty of
estimation in mind. The estimation errors that\asible in Fig 3. and can
be approximately inferred from the results depidteéig. 2. suggest that
the differences (in time and between the methodsjather insignificant.

Conclusions

The main objective of the paper is to investigatepprties of business
cycles in Polish economy before and after the recdnis. The essential
issue addressed here is whether formal methodstidtal inference pro-
vide evidence supporting the view that the receisischas changed the
properties of the business cycle fluctuations.sltof particular interest
whether considering the data representing alsatftiee-crisis period leads
to differences as for inference on crucial frequendescribing the dynam-
ics of Polish economy.

In order to improve robustness of the results, wendt confine our-
selves to any single inference method, but instessdtwo different groups
of statistical tools. As for the first group, them® non-parametric methods
that rely on subsampling. The second group incluBl@gesian methods
employed within the parametric approach. Howevirtha methods used
here use allow for formal quantification of uncertg and co-existence of
cycles with different periods, which is a cruciaglafure of our analysis.
Within the non-parametric approach, a formal tesised to detect signifi-
cant frequencies. Within the Bayesian approach,utheertainty is fully
described by (multimodal) posterior distributionfefquencies (or equiva-
lently, period lengths), so the inference is fdidymal.

We examine monthly the series of the industriablpotion index (cov-
ering period from the beginning of 1995 till thedeof 2014), taking into
account their levels (for deviations cycle) andvgto rates (for growth
cycle). Empirical analysis is based on the sequefiaxpanding-window
samples, with the shortest sample ending in 2086.Main finding of the
paper is that the two most important frequenciasirdy business cycle
fluctuations in Poland correspond to cycles withiqus of 2 and almost 3.5
years, and (perhaps surprisingly) the result hb&fere and after the crisis.
Results regarding the cycles with period lengtii-aD years are less stable,
but do not support significant change after theigreither. Moreover, the
estimated cycle lengths are quite close to the lteesobtained by
Skrzypczyska (2014).
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We therefore find no support for the claim that thesttern of cycle
lengths that characterize Polish business cyctduations was affected by
the crisis. The conclusion is unanimously suppoligdsarious statistical
methods that are used in the paper (given thefE€aate being the end of
2014). However, we do not consider potential chanigephase shift or
amplitude of the fluctuations. It is therefore pbksthat along with the
inflow of new post-crisis observations, some evaeas to the influence of
the crisis on the business cycle dynamics wouldterdly be identified.
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