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Abstract: The purpose of this article is to isolate and detieie the importance of
institutional arrangements in shaping the dynami€she U.S. GDP in the years
1979-2007. The research hypothesis which has bexdfied here can be summa-
rized as follows: institutions in the U.S. econdmaye a positive influence on eco-
nomic growth through a significant impact on impgraythe business environment.

Having regard to the division of the economy imtstitutional areas: economic
system, labor market, financial market, educationd &&D, the author selected
these institutional factors which indicated thae thperation could be important
for the process of economic growth in the Uniteatet, and then measured the
impact in the years 1979-2007. To verify the thabizut the impact of institutions
on economic growth the author used one of the pastlar tools in this kind of
econometric research — the multiple regression gsial

The analysis revealed that during the period ofth# analyzed institutional
factors it was the proportion of the working pogida and the degree of unioniza-
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tion that most strongly influenced the economiondhoof the United States — an
increase in one of these factors was associatdu avinuch more than proportion-
al increase in the rate of the economic growth.

Introduction

The development of new institutional economy protlest economists
more and more frequently direct their attentionnstitutional solutions of
a given economy as an important factor of econagnisvth. Aspects of
economy such as: legal order, system of regulagomsinfluencing econ-
omy, liberalization of cross-border exchange, hamampact on stimulat-
ing a higher supply of work, contribute to innovatiess and its dissemina-
tion, which translates into faster and more efficikeconomic growth.

The main purpose of this work is to isolate andedrine the signifi-
cance of institutional solutions to the shapingttud United States GDP
dynamics in the years 1997-280The research should not only answer
the question whether institutional factors haveimpact on the level and
dynamics of GDP in the United States, but alsobdistawhich institutions
are responsible for this and to what degree. Theareh purpose of this
work is to verify the research hypothesis refertiodhe impact of institu-
tional conditions on present day processes of gnangrowth, and in turn
the research hypothesis which has undergone \agidit may be phrased
as follows: institutions in the United States eqogaxert a positive influ-
ence on the pace of economic growth by a significapact on the im-
provement of the business environment.

Taking into account the division of economy intcstitutional areas
(Amable, 2003, pp. 104-106): economic system, labarket, financial
market, education and R&D, one indicated thesétunisinal factors which
might exert an influence on the processes of tlem@uic growth in the
United States, and then their influence in the yd&79-2007 was meas-
ured. It should, however, be noted that institwgiosolutions to economy
usually influence economic results directly by ¢repappropriate condi-
tions for the growth of capital and labor produityivand by stimulating
technical progress (on the demand side they maifilyence investments).

! The research period covers 29 years, while thebeurof analyzed observations in-
cludes 28 elements (due to the differentiationarfables in order to obtain their stationari-
ty). While choosing the period one took into coesiadion the change in the character of the
conducted economic policy in the US economy in 1@#8st importantly within monetary
policy, but also the neoliberal processes whichewnitiated at that time). 2007 is the last
analyzed year, which was done in order to avoiditmgact of the deep recession from
2008-2009 on the results of the conducted analysis.
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To verify the thesis on the impact of institutioms economic growth
one of the main tools in econometric research —ntiodtiple regression
analysis- was used.

Influence of Institutions on Economic Growth

The pace of the economic growth may be influengedlbkinds of condi-
tions in which business activities are conductexmé& factors enhance fast
growth, whereas others may slow it down.

In the research on economic growth mainstream euimt®, who focus
on the short and medium-term perspective, introdube assumption of
exogenic character of institutions — in the conddcanalyses institutions
did not change but constituted the framework fag thstitutional-legal
order of the economy. In the 80s of thé"2@ntury an emphasis on the
long-term approach in analyses of the growth lethéorecognition of the
achievements of non-orthodox streams, includintitin®nal economics.

Comparative international studies indicate thateltexists a correlation
interdependence between the achieved level of esongrowth and the
quality and efficiency of management (Zienkowskip&). Economic poli-
cy usually is a result of choices made within fhistitutional order, hence
the efficiency of a given economy may largely depem the quality of
existing institutions — on their durability and lstdy. The economic order
is determined by fundamental political, social degal principles which
create the basis for production, trade and didiohuyZabkowicz, 1998). A
growing number of empirical studies demonstraté thstitutions have a
strong determining impact on aggregate income (iRo2004).

D.C. North claims in the essdgstitutions and economic growth: An
historical introduction (1989) that the interdependence of political and
economic institutions is analyzed against the apsiom accepted by the
neoclassical economic theory, which says that @tiom and savings con-
stitute the main determinants of economic growtie Tact that institutions
have an impact on the economic development makedifference be-
tween North’s approach and the mainstream econapgicoach. North was
able to analyze and verify the hypotheses thaitutisthal differences gen-
erate economic results by observing the institatidnameworks which
were followed by the adoption of the most importagal acts in the Unit-
ed States, and subsequently by monitoring the implathese institutions
on the development of common law in England, atel ldne institutional
development in England, and by comparing it to $asolutions.
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In turn D. Acemoglu,, S. Johnson and J.A. Robin&i95) in the work
Institutions as a Fundamental Cause of Long-Runn@r@ttempt to prove
that differences in economic institutions consétthie primary reason for
the differences in economic development. Accordmghe authors, as far
as new institutional economics is concerned, tiaecthree basic reasons
for the differences in national incomes, namelyarexnic institutions, geo-
graphical position and all its cosequences, andch#tmnal culture. Cases
from history helped to illustrate the thesis that economidtirtins stimu-
late economic growth when political institutionsnétion in the environ-
ment of successful protection of property righteew effective limitations
are imposed on entities wielding power and when dineumstances in
which people wielding power draw undue benefitsuocarely.

The colonial past is a subject of numerous reseaocks, mainly by D.
Acemoglu, S. Johnson and J.A. Robinson. Moreoverooperation with
Y. Thaicharoen economists again dealt with thigdsky analyzing coun-
tries which implemented the macroeconomic policthia situation of high
inflation, high budget deficits and unadjusted eony exchange rates
(2003). They noticed that such countries experigrcbigher level of vola-
tility on the path of economic growth, and theioeomies rose slowly in
the post-war period. Considering this issue ecostsmiecided to check
whether developing countries implementing such fordeed macroeco-
nomic policy also have weak institutions (includipglitical institutions).
The researchers understood the term ‘weak ingfitstias the principles of
governance which do not impose any limitations olitipians and political
elites, which do not successfully protect investpreperty rights, or which
function in the presence of corruption on a larggdesand of a high degree
of political instability. The analysis confirmedaththe countries which
inherited more ‘imposed’ institutions from industrialized countries in
connection with their colonial past were more exgbt high instability
and economic crises in the post-war period.

2 Two ‘quasi-natural historical experiments’ weredisn the analysis — the example of
Korea divided into two parts with very differentomomic institutions, and the example of
colonization of the majority of the world by Eur@mepowers, starting from the "L8entu-
ry.

3 In the sense of not finding an appropriate culthasis for their application; which are
unsuitable in the system of already existing scaial cultural institutions.
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It appears that the distorted macroeconomic pafcg result of basic
institutional problems rather than the main rea®oreconomic instability.
Additionally, the influence of institutional diffences on the volatility of
economic growth does not necessarily take plade thi¢ help of any clas-
sical factors of growth. Instead, it seems thateapoor institutions con-
tribute to economic instability by a number of neeconomic as well as
macroeconomic channels.

In all the three above-mentioned works, the authook advantage of
economic history in order to prove their thesesifarly, S. Ogilvie and
A. W. Carus (2014) also applied experiences from ébhonomic past to
support the analysis of the influence which insitiios exert on economic
growth. This time, however, the authors count theakmesses of many
historical facts referred to in the source literatan economic growth. For
example, private law enforcement institutions ase able to substitute for
public law enforcement institutions in order to rakpossible for markets
to function; parliaments with a strong represeatatf the rich did not
always act in favor of stimulating economic growttne Glorious Revolu-
tion of 1688 in England did not mean that suddenéy protection of prop-
erty rights and economic growth would be guarantéextording to the
authors, economic history may be applied both tpresize the crucial
meaning of the protection of property rights inardo achieve economic
growth and to demonstrate lack of such a connection

In another work closely related to the subjecthas paper, P.B. Doerin-
ger and P.P. Streeten (1990) claim that althougblevigenerations of
growth models stress the significance of technicagress and accumula-
tion of factors of production as sources of ecomognowth, such research
works often proved to be insufficient for the exgton of the real pace of
growth registered in a given economy. The dynarofcthe growth often
exceeded or was lower than the projections deldvegeneoclassical mod-
els. This is confirmed by the phenomenon of thdineof the global pro-
duction in England in the end of the™®entury and by the stagnation in
the area of the industrial production in the Unifdtes in the end of the
70s and in the 80s of the "2@entury. Economists traditionally explained
those experiments by determining the size of tasidual’ in growth mod-
els, even after the analysis of the influences tedeby such factors as
R&D, technological changes, economies of scale, iamgtovement of
work quality. The authors note that obviously soimgortant variables
which determine the development directly or by th@ipact on traditional
growth factors are not taken into account by thmedels. Economic insti-
tutions may provide here the ideal explanation.
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The subject of the research work by F. Carmigna@09) is the redis-
tribution related to weak institutions and growimgqualities in income.
The analyses of this thesis demonstrated that: virstkutions increase
inequalities in income while a higher level of dbution decreases ine-
qualities in income; larger inequalities increake probability of early
parliamentary elections; a higher probability ofvgmment dissolution
before its term expires increases the redistributamge.

M.K. Nabli, while appreciating extraordinary achéewents in the field
of social science which became known as the neiiutisnal economics,
decided to apply them in the analysis of the cdowlt and results of insti-
tutional changes in the context of development. wiisk (1989) identifies
two important elements of the new institutional remmics and presents
potential complementarities between them as wellhag application in
different problems and policy in the long-term depenent of developing
countries.

Other examples of works dealing with the impactnstitutional solu-
tions on economic growthare papers by D. Acemoglu, S. Johnson and
J.A. Robinson (200%) W. Easterly and R. Levine (2003), R.E. Hall and
C.l1. Jones (1999), D. Rodrik, A. Subramanian andrébbi (2002) .

Basic Problems in Research on Impact of Institutions
Upon Economic Growth

The process of including institutions and institn&l changes into the area
of economic theory has been underway relativelytsi@r this reason the
literature related to the subject of economic glodobes not provide a sin-
gle definition for the interpretation of the impaxteconomic, political and
social institutions, the process of their changesthe possible channels of
influencing economic results. A similar opinion $hared by J. Aron
(2000), who claims that although economists agnae weaknesses of po-
litical and economic institutions are reflectecetonomic performance of a
particular country, the interpretation of the résuwf the research on eco-
nomic growth with the use of institutional measuséi generates many
problems.

4 One of the works addressing this issue is (Ku2@®g).
5 These research works were partly referred to énghpers (Acemoglu, Johnson &
Robinson, 2000) as well as (Acemoglu, Johnson &ifisain, 2005).
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Both terms ‘policy’ and ‘institutions’ are reflectein a wide base of
economic indicators, including indicators of instibnal quality (exercising
property rights), indicators of political instalyi(riots, coup d'etats, civil
wars), indicators of political system (electiongnstitution, executive pow-
er), indicators of social capital (level of actiwamong citizens and organi-
zations), and social characteristics (differentdivels of income, differ-
entiated ethnic, religious and historical backgjurEconomists select a
number of criteria out of this wide range and ois thasis define the fea-
tures of an institution, but frequently forget tlegich of the indicators may
influence growth in a potentially different manner,that these indicators
may be correlated.

The source literature dealing with the questioreadnomic growth is
loaded with serious problems related to data aabdigyg and quality, as
well as methodological and identification problefibe most serious mis-
takes that appear while measuring the impact ditutiosns on economic
results are: choice of the model and variableduatian of the direction of
dependencies between institutions and growth atedgieality.

R. Levine and D. Renelt (1992) as well as L. Mq@@899) draw atten-
tion to the fact that in empirical research wheme onplements economic
growth models which include institutional variahlése selection of ex-
planatory variables becomes a frequent mistake.exdevwy J. Aron (2000)
empahsizes the differences resulting from the egjpin of structural
models and reduced forms of growth models, whidtulee the impact of
institutional variables on economic growth in a gdetely different man-
ner. The introduction of institutional variablesdrstructural growth mod-
els provides an explanation of their direct impawcteconomic growth by
increasing the effectiveness of investment. It fthdwowever, be noted that
in such models it will be impossible to determiheit indirect impact on
economic growth by increasing the level of invesihigecause the level of
investment is already included in the equationhia form of the determi-
nant of economic growth. Both direct and indiraopact of institutional
variables on economic growth may be estimated wisieg the reduced
form of growth models in which instead of the vht&adescribing the level
of investment there appears a set of variablegrdetag this level (Aron
2000).

J.E. Stiglitz (2000) points to the problem of defm‘good’ institutions
and their evaluation with the help of the resultéch they do lead to. This
economist claims that ‘if institutions are assessethe basis of the results,
such claims as “good institutions lead to bettsults” become something
more than tautologies (Stiglitz 2000). Thereforegreomists are left with
the task of defining these features of organizati@nstitutions), which are
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systematically related to better economic perforreatlowever, it should
be noted that measuring the quality of instituticnsery often related to
the application of approximate measures, frequaelgted to the feelings
of a given economic subject or a group of subjemtsubjective nature —
many features of institutions simply are extremdifficult to quantify.
Sometimes they may reflect the real situation retier way, but they are
not distortion-free.

Therefore, it may be concluded that indicators rodtitution quality
measure how one estimates the function of the fléke game, and not
what these rules are in reality (Brzozowsdial.,2006, p. 32).

At present economists are also confronted withpitublem of the en-
dogenous nature of institutional variables with@saarch works on de-
pendencies between institutions and economic grewthe institutional
structure of a given country rarely remains uncleanig time, hence insti-
tutional variables rarely are exogenous with rafeeeto growth. J. Aron
points out that the quality of institutions may wen in times of low eco-
nomic growth as a result of political instabilighanges in the conducted
policy or external shocks. D. Rodrik (2004) sinljaargues that with a
high degree of probability it may be concluded thgh quality institutions
are both the final product of economic growth ahne teason for it. Ac-
cording to him, poor countries most likely will exjence long-term
growth by improving the rules of the game towarsrgythening of entre-
preneurs’ and investors’ property rights.

Selection of Institution Measures

Numerous economists are of the opinion that trawtii growth factors do
not fully explain the processes of economic grouiths for this very rea-
son that this part of the work will contain furthemalyses which aim to
verify the research hypothesis on the impact dftinfonal solutions on the
United States economic growth. These solutions atadirectly influence
economic performance, but are a basis for econgmuath by creating
appropriate conditions for the changes of work pobidity, capital and
stimulation of technical progress.

Therefore, a review of databases of quantitativeradtter was carried
out. Due to the fact that one economy, namely thiged States, is the sub-
ject of the analysis, there are no reasons foattatysis of data of qualita-
tive character. The rankings (positioning of ecuies) which are prepared
by well-known research centers would be sensibpliegble in the model
only in the situation with the comparative analygidot of data for many
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countries). Data of quantitative character may d®un the research on the
impact of institutions on economic growth with redj@o only one econo-
my. This also solves the problem of limited accksiba of data — data of
gualitative character most frequently are annutd aginning in the mid-
dle of the 90s of the 30century, which provides the time series of maxi-
mum 17 elements. This is in contradiction to theeesch period of this
work.

The analyzed data were divided in accordance with B. Amable
(2003) methodology into measures describing pdaidastitutional areas.
They originate from the following sourcesconomic Report of the Presi-
dent (2010; 2009), Bureau of Economic Analysis: U.S. Department of
Commerce “National Economic Account&2010) andJ.S. Bureau of La-
bor Statistics: United States of Labor Statis{i2810).

The selected measures describing institutions oe@mnomic system
are:

— openness of an economy measured as the ratio ghthe of exports to
the value of GDP expressed as a percentage;

— openness of an economy measured as the ratio géthe of imports to
the value of GDP expressed as a percentage;

— mobility of the American society represented asnhmber of reloca-
tions per 1,000 residents;

— index of the value of the dollar measured agairnsasket of basic cur-
rencies (March 1973=100);

- net value of international investments (in billiayfSUSD);

— proportion of people living below the poverty liegpressed as a per-
centage;

The labor market in turn is described by the follmywariables:

- index of employment costs in the private secto082{100);

— index of hourly wage (1996=100);

— proportion of people in the working population eegsed as a percent-
age;

— federal minimum hourly wage (in USD);

— ratio of labor union salaries to salaries in gehexaressed as a percent-
age.

The following institutional measures were appliedkvaluate the finan-
cial sector:

— share of the financial sector in generating GDPre&sged as a percent-
age;

— market interest rate;

— federal debt expressed as a percentage of GDP;
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— ratio of household debt to personal income expreasea percentage;
- income from financial assets of households expteasen percentage of

GDP.

The last of the analyzed institutional areas, egucation and R&D, was
characterized by the following variables assumedhe analysis:

— proportion of people holding college degrees exqgesas a percentage;
— expenditure on R&D expressed as a percentage of GDP

— share of the private sector in financing R&D expegkas a percentage;
— number of submitted patent applications per 1,06@&Acan citizens;

— expenses on educational institutions expressegascantage of GDP.

Due to the high probability that autocorrelatiodl wccur, the measures
which were expressed as a percentage of GDP wenenaied from the
analysis of the impact of institutional variables @conomic growth in the
United States.

In order to verify the thesis of the impact of ingions on economic
growth one of the most popular econometric tools waplemented — the
multiple regression analysis. It describes andszesethe dependence be-
tween the selected variable (dependent or explamaeidble) and a larger
number of other variables (independent or explagatariables). Similarly
to the prior assumptions, the explained variable marked as y, whereas
explanatory variables asi, X, ..., %.

The differentiation of variables and the selectdrdata for the period
1980-2007 cause the stationarity of the applied 8eries.

Statistical Estimation of Model Parameters and Economic
Interpretation of Parameters

The estimated model assumed the shape:

J, = 0006- 1010, + 0019x, - 0017x ~ 0003X,,

(0021)  (o0456) (‘0006) (00016)
where:
Yo —In(PKB/PKBL.),
X1 — In of ratio of employment costs index (peridd t-1),
X — difference in proportion of working populationefveen periods t and t-
1),

g — difference in ratios between labor union sakdnd salaries in general
(between periods t and t-1),
X4 — percentage of people living below poverty line,
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while average errors of estimation are presentel@émuequation in brackets.
In the course of the conducted analysis the oldauadue of the coeffi-

cient of determination is:R0.805.

The coefficient of determination is a descriptiveasure of the strength
of the linear relationship between variables. Th&imed result means that
80.5% of changes in economic growth in the UnitéateS may be ex-
plained with the help of the above variableg, (%>, X, X4). On the other
side, it may be concluded that 19.5% of changescomomic growth can-
not be explained with the help of the applied arptory variables.

The analysis of the time series autocorrelatiordaoted on the basis of
the Durbin-Watson test yielded the following resDitV=1.978.

The result is satisfactory due to the fact thathim null hypothesis lack
of correlation was assumed. Knowing that the numifepbservations
amounted ta = 28, the tables for the Durbin-Watson statisti@ghe bot-
tom limit of the significance range fdron the levet, = 1.104, and the top
limit on the leveld, = 1.747. In the situation when the obtained gtatts>
dy it should be concluded that there is no grounckject the nul hypothe-
sis, and so the residuals autocorrelation is rexqont.

The interpretation of the obtained parameters fslésvs:

1. Anincrease in the pace of employment costs ineread % (with con-
stant ¥, Xa, %) results in a fall in the pace of GDP growth opayxi-
mately 1.01 %.

2. An increase in the proportion of working populatioh1 percentage
point (with constant x, X, X4) leads to an increase in the pace of GDP
growth of approximately 1.9%.

3. An increase in the increments of the pay ratio lalbuon salaries to
salaries in general of 1 percentage point (withstamt X, Xas, Xw4)
causes a drop in the GDP growth of around 1.7%.

4. An increase in the proportion of people living belthe poverty line of
1 percentage point (with constant, X, %z) results in a decrease in
GDP growth of approximately 0.3%.

It is worth noting that three out of the four olbied parameters are vari-
ables referring to institutions in the Americandalmarket. The obtained
results may result from the specific nature of tharket. This requires an
explanation.

In the United States economy the labor market evagterized by an
exceptionally low level of employment protectionntfadiscrimination
measures may be the only exception). Comparingebimomy with the
developed European countries, the United States kalrket is character-
ized by the lowest indicator of employment protetiThe index of em-
ployment protection developed by OECD permits ti&enan evaluation of
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the labor market with the help of the scale frono &, where 0 stands for
the lowest level of restrictive regulations in Hrea of employment protec-
tion, whereas 6 informs about their highest degifeestrictiveness. Thus
generated indexes express the general degree dbyememt protection
with the help of a weighted average. In 2008 tHeevéor the United States
amounted to 0.21; in the case of Great Britain 0fdi5ltaly 1.89; for Ger-
many 2.12; for France 3.05 (OECD, 2012).

Such a low degree of employment protection is myaielated to a low
level of unionization in the American economy. Ttasmainly due to his-
torical reasons — the character of this labor ntariay be described by the
term ‘employer’'s market’. There are many anti-uniegal regulations and
an unfavorable attitude to labor unions which isspnt in the media weak-
ens the position of labor activists there. Theaatbr of labor unions pres-
ence in the United States in 2011 was at 11.3% gnadinthe employed,
and in France it was even lower and amounted % 7172009, in Germa-
ny it reached the level of 18.5% in 2010, and ied®Britain it was 25.8%
in 2011, and in Italy 35.1% in 2010 (OECD, 2012).

The low level of employment protection and the idegree of unioniza-
tion make it possible to make the labor markethe tnited States more
flexible. A relatively high level of mobility to caal jobs (temporary),
freedom to employ and to dismiss, and a high mghili demand for work
are all present there. All this contributes to taet that the United States
may be described as a country of very high indrsabd labor market elas-
ticity®. It is above all the elasticity of remuneratiordatemand for work
which, due to a negligible employment protectia®, &orth noting as they
provide employers with the opportunity to adequatadapt employment
and remuneration in accordance with the phaseeoétionomic cycle. This
in turn makes it possible to reduce recession castieast in the employ-
ment categories. Another advantage of this labaketas a high mobility
of labor force, well developed systems of vocatidr@ning aiming at a
quick requalification and staff training in accanda with the needs.

The latest studies on elasticity of the number refated work places
with reference to remuneration in the United Stamsomy demonstrated
that these indicators worsened (Beaudry, Greera®dS2010). The au-
thors explain a relatively low elasticity of themiier of newly created
work places with reference to remuneration by #e that the American
society shows less and less willingness to create work places and to
demonstrate entrepreneurial skills in a situatidremvlabor costs decrease
and changeable profits get bigger and bigger. @fse a periodical dete-

% See studies: OECD (2010); Blanchard and Port@§il1); Botercet al.,(2004).
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rioration of indicators may result from attemptsstabilize prices which
negatively influenced an effective adjustment @l reages.

This economy also achieves exceptional results wheomes to the
level of working activity among Americans — in ttast two decades the
index amounted to an average of 62—64% of the ptipal in the working
age (U.S Department of Labor, 2010), while it wab@-58% in Great
Britain, 51-52% in Germany and France, and 43—4#%aly (U.S. Census
Bureau, 2012).

The above labor market characteristics are confirmerelatively low
levels of the unemployment rate. In the United &3ait has usually
achieved a lower level than in the European Uniothé last three decades
(U.S. Census Bureau, 2012).

A high elasticity of the market translates intoeitér use of the availa-
ble factor, which is additionally strengthened Img¢ @f the highest ratios of
the level of working activity. This in turn is refited in the performance
results of the whole economy, and hence it seestffigd to claim that
labor market institutions exert a positive impactezonomic growth in this
country.

The United States does not belong to social sgcaountries if com-
pared to international labor markets backgroundikerihe social systems
typical of European countries, the American onegsomdy have a consider-
ably shorter history, but are also not so univeasalhey cover only a small
percentage of the poorest families. This makesssiple to ‘save’ the part
of the budget expenditure which is usually redistted in the form of gov-
ernment transfers. Bearing in mind that this modegs not affect GDP
growth, one may understand why in the model thppeared the fourth of
the obtained in the model parameters — the prapodf people living be-
low the poverty line.

Conclusions

The purpose of this work was to verify the resedrgpothesis on the im-

pact of institutions on economic growth dynamicghe United States in

the years 1979-2007. On the basis of the analy$ie@conometric model

it may be concluded among others that:

— institutional factors influence the level and dymesnof the United
States GDP;

— although neither the economic system nor finaraie monetary mar-
ket nor the area of education nor spending on R&Bnsto strongly
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contribute to the stimulation of GDP dynamics ie thnited States, la-

bor market institutions affect American economiovgih;

— market institutions expressed as employment cpstgortion of work-
ing population, low level of unionization, and paofion of people liv-
ing below the poverty line are strongly correlatégith the dynamics of
the US economic growth: of the listed factors thetdr of the propor-
tion of working population and the factor of unipaiion level most
strongly influenced the United States economic gnowan increase of
one of these factors of 1% corresponds to an aserén the pace of
economic growth of more than 1%.

The basic message of the new institutional econeiisiche belief that
institutions are important for economic developmefibday, however, the
guestion is not "whether institutions matter?" bwhich institutions are
most important and how to build them?" (Rodrik, @00rhe study showed
that in the case of the US economy probably thet ingsortant factor of
economic growth is the nature of the labor market lBuman capital itself
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Statistical annex

Calculations for econometric model — calculatiomsenconducted with the
application of programmme “gretl” and “Excel”

The GDP data

fixed capital
real GDP real GDP formati([))n at
Year real GDP growth ex- per capita constant employment
(bIn USD) pressed asa - (thousand)
per centage (USD) p”g;)()b In
1978 5,677.60 5.6 25,507,96 18,091,83 96,048.00
1979 5,855.00 3.1 26,015.96 19,253 22 98,824.00
1980 5,839.00 -0.3 25,640.46 20,112.04 99,303.00
1981 5,987.20 2. 26,035.15 20,30273 100,397.00
1982 5,870.90 -1.9 25,285.11 20,22143 99,526.00
1983 6,136.20 4.5 26,188.72 20,090,662 100,834.00
1984 6,577.10 7.2 27,828.03 20,406.75 105,00%.00
1985 6,849.30 4.1 28,722.33 20,851.96 107,150.00
1986 7,086.50 3.9 29,447.21 21,681,221 109,597.00
1987 7,313.30 3.7 30,120.18 22,2898 112,440.00
1988 7,613.90 4.1 31,074.48 22,862.45 114,968.00
1989 7,885.90 3.6 31,882.58 23,29051 117,342.00
1990 8,033.90 19 32,118.64 23,489[70 118,793.00
1991 8,015.10 -0.2 31,618.62 23,249.60 117,718.00
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1992 8,287.10 3.4 32,258.83 23,669.40 118,492.00
1993 8,523.40 2.9 32,750.19 24,347 26 120,2590.00
1994 8,870.70 4.1 33,673.07 25,282,83 123,060.00
1995 9,093.70 2.5 34,115.40 25,981,90 124,900.00
1996 9,433.90 3.1 34,983.52 26,740.68 126,708.00
1997 9,854.30 4.5 36,107.98 27,68636 129,558.00
1998 10,283.50 4.4 37,243.54 28,936,39 131,4638.00
1999 10,779.80 4.9 38,596.47 30,377/21 133,488.00
2000 11,226.00 4.1 39,754.24 31,738/81 136,891.00
2001 11,347.20 1.1 39,771.62 32,885/49 136,938.00
2002 11,553.00 1.8 40,099.96 33,973{92 136,48%.00
2003 11,840.70 2. 40,714.88 35,106/91 137,736.00
2004 12,263.80 3.4 41,789.94 37,649{17 139,252.00
2005 12,638.40 3.1 42,670.48 40,066)80 141,730.00
2006 12,976.20 2.1 43,399.24 41,930/04 144,427.00
2007 13,254.10 2.1 43,887.17 42,582)52 146,047.00
The labor market data
index of em- proport_ion of federal ra;io of Iab_or
ployment costs | index of hourly Vfoﬁpilneméhﬁ_ minimum Lig'gasﬁl;r:ﬁs
Year in the private wage Iatio?I 2xp hourly wage general ex-
sector (1996=100) (inus
(2005=100) pressed asa dollars) pressed asa
per centage per centage
1979 36.1 45.7 59.4 2.9 22.40
1980 39.4 51.2 59.% 3.1D 22.10
1981 42.8 56.3 59.( 3.3p 21.00
1982 45.5 61.5 57.8 3.3p 20.50
1983 47.8 63.3 57.9 3.3p 19.50
1984 49.8 65.5 59.5 3.3p 18.20
1985 51.8 68.8 60.] 3.3p 17.40
1986 53.5 72.1 60.7 3.3 17.90
1987 55.2 74.4 61.5 3.3p 16.50
1988 57.5 76.9 62.3 3.3p 16.20
1989 59.9 79.2 63.( 3.3p 15.90
1990 62.3 82.7| 62.4 3.3p 15.50
1991 64.6 87.4 61.7 3.8D 15.50
1992 66.3 91.5 61.5 4.2b 15.10
1993 68.3 93.3 61.7 4.2 15.10
1994 70.2 96.3 62.5 4.2b 14.90
1995 72.2 98.1 62.4 4.2b 14.30
1996 74.7 100.9 63.2 4.2b 14.00
1997 77.6 102.6 63. 4.76 13.60
1998 80.6 108.4 64.1 5.1p 13.40
1999 83.5 112.9 64. 5.1p 13.40
2000 86.7 123.2 64.4 5.1p 12.80
2001 90.0 126.] 63.7 5.1p 12.80
2002 92.4 135.2 62.7 5.1p 12.60
2003 95.2 144.7 62. 5.1p 12.40
2004 97.5 147.7 62. 5.1p 12.00
2005 100.0 150.5 62.7 5.15 12.00
2006 103.2 156.7 63.1 5.15 11.50
2007 106.6 162.2 63.0 5.85 11.60
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The R&D area data

proportion of expenditure on shareof the number of expenses on
people hold- R&D ex- private sector submitted educational
ing college essed asa in financing patent applica- institutions
Y ear degrees pr f R&D ex- tionsper 1,000 | expressed asa
expressed asa percgnl:t)?:geo pressed asa American per centage of
per centage per centage citizens GDP
1979 0.767 2.24 0.508397 0.02220¢42 1.0
1980 0.760 2.3] 0.525726 0.02816p8 1.0
1981 0.762 2.34 0.53330p 0.03226[19 B.9
1982 0.770 2.5] 0.540137 0.03858p2 1.0
1983 0.775 2.58 0.53917) 0.04297B5 3.9
1984 0.769 2.64 0.545495 0.0455773 3.8
1985 0.766 2.78 0.540939 0.04881D5 8.8
1986 0.760 2.72 0.545755 0.05021p5 B.9
1987 0.751 2.69 0.536178 0.0551949 1.0
1988 0.749 2.65 0.550866 0.06143B33 4.1
1989 0.757 2.6 0.57386¢4 0.06680p2 1.2
1990 0.775 2.65 0.594664 0.06996p7 1.3
1991 0.799 2.7 0.622184 0.06909p8 1.4
1992 0.821 2.64 0.631611 0.0696258 1.3
1993 0.833 2.52 0.634797 0.07068p6 1.3
1994 0.837 2.42 0.640826 0.07418D0 1.3
1995 0.832 2.5] 0.657096 0.0817430 1.3
1996 0.833 2.55 0.678783 0.08593p6 1.3
1997 0.838 2.58 0.69564[1 0.09536/1 1.3
1998 0.832 2.6 0.706894 0.10263p9 1.4
1999 0.832 2.64 0.726389 0.10937)71 1.4
2000 0.844 2.75 0.751811 0.1107015 1.5
2001 0.847 2.76 0.737796 0.10662p2 1.6
2002 0.866 2.64 0.719095 0.10959p1 1.6
2003 0.901 2.66 0.71074b 0.11034B1 1.6
2004 0.939 2.59 0.704076 0.1132497 1.6
2005 0.962 2.62 0.709806 0.1155849 1.5
2006 0.982 2.64 0.71914f7 0.10757B9 1.5
2007 0.996 2.68 0.73286[7 0.10742B9 1.6
The financial sector data
shareof the . .
financial ratio of house- _|ncorr_1efrom
sector in federal debt hold debt_to financial assets
. mar ket expressed asa personal in- of households
Y ear g(e;ngpatlng interest rate per centage of come ex- expressed asa
@(_
pressed asa GDP pressed asa per centage of
per centage GDP
per centage
1979 15.2 9.44 33.% 16.925910 4.69172
1980 15.9 11.44 33.4 15.290899 5.80065
1981 15.9 13.91 32.% 14.378710 7.04470
1982 16.6 13.00 35. 14.090239 8.31900
1983 17.1 11.17 39.9 14.80485%3 8.63075
1984 17.0 12.44 40.7 15.8242%2 9.24268
1985 17.3 10.62 43.8 17.1507717 9.53q74




Impact of Institutional Factors on Economic Growth..155

1986 17.8 7.68 48.% 17.715104 9.80032
1987 17.7 8.38 50.4 17.488502 9.78765
1988 17.8 8.85 51.9 17.298113 10.07368
1989 17.8 8.50 53.1 17.435265 11.09322
1990 18.0 8.55 55.4 16.675894 11.46143
1991 18.4 7.86) 60.7 15.860657 11.58563
1992 18.6 7.0 64.1 15.075247 10.97730
1993 18.6 5.87 66.1 15.546606 10.56503
1994 18.4 7.08 66.4 16.975927 10.68349
1995 18.7 6.58 67 18.396432 11.056001
1996 18.8 6.44 67.1 19.015673 11.45550
1997 19.2 6.35 65.4 18.923212 11.82732
1998 19.3 5.26| 63.2 18.882670 12.34210
1999 19.4 5.64 60.4 19.354629 11.56608
2000 19.7 6.03 57.3 20.054062 12.12Q97
2001 20.3 5.02 56.4 21.007843 11.86196
2002 20.5 4.61 58.4 21.752137 11.33558
2003 20.5 4.02 61.6 22.137867 11.08803
2004 20.4 4.27 62.4 22.053553 11.48502
2005 20.4 4.29 63.5 21.848153 12.20091
2006 20.4 4.79 63.4 21.164218 14.10043
2007 20.4 4.63 64.4 21.182769 15.32733
The economic system data
opennessof an | opennessof an - index of the
economy economy mobility of the
; value of the
meast_Jred as meast_Jredas A_merlcan dollar meas. _net vaJu_eof
theratio of the | theratioof the | society repre- ured against a international
Year value of ex- value of im- sented asthe . investments
basket of basic A
portstothe portsto the number of currencies (in billions of
value of GDP value of GDP | relocations per (March USD)
expressed asa | expressed asa | 1,000 residents 1973=100)
per centage per centage
1979 3,92997 4,31596983 0,984607 88/00 315663
1980 4,80904 5,031683p 0,982404 90,90 360847
1981 5,09754 5,3079904 0,982027 100/00 340385
1982 4,82379 5,164455p 0,982885 108/40 331373
1983 4,51419 5,3551058 0,982980 10990 302404
1984 4,59777 6,1592495 0,9856384 117{20 166747
1985 4,40921 6,0911334 0,985673 122]05 61739
1986 4,51986 6,391025p 0,986488 99{71 -27759
1987 4,97450 6,955820p 0,987440 89,21 -70919
1988 5,83013 7,276166D 0,988358 8419 -167458
1989 6,37974 7,494388[7 0,989882 88/52 -246R32
1990 6,87213 7,838036B 0,988804 85/15 -230B75
1991 7,44345 7,7790670D 0,986905 83/48 -291[754
1992 7,66251 8,058307p 0,983952 82/35 -411p21
1993 7,69177 8,447333p 0,982680 85/59 -284460
1994 8,12450 9,1695131 0,980286 85/24 -298458
1995 8,92816 9,9255520 0,976811 81,37 -430[L94
1996 9,19768| 10,2184674 0,9750[8 86|28 -463(338
1997 9,68511 10,714104p 0,9716[11 93|56 -786[174
1998 9,27602 10,8494190 0,9702B0 98|64 -858363
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1999 9,17735] 11,60874917 0,9673p0 98}40 -731068
2000 9,73811 13,1418136 0,9758p7 105,04 -1337014
2001 9,05686 12,3263889 0,9748b4 112{50 -1875032
2002 8,68173 12,3794685 0,980644 11088 -2044631
2003 8,79171 13,0490596 0,977727 97|81 -2093794
2004 9,62344 14,6683736 0,9783p1 90{82 -2253026
2005 10,32647 16,0447525 0,9782B33 90,63 -1932149
2006 11,33614 17,2646846 0,9789p3 90,55 -2191653
2007 12,49349 17,8789959 0,976247 86}40 -1915685

Model 1: Least squares method estimation with irieletation of 28 ob-

servations 1980-2007
Dependent variable: real_GDP_per

factor Standard error t-Student p-value
const 0.0688422 0.0343178 2.006 0.0646 1
LM_employment_costs -0.865321 1.22221 -0.7080 0.4906
LM_hourly_wage 0.204718 0.670593 3083 0.7646
LM_proport_of_working 0.0219732 0.00599333  3.666 0.0025 ***
LM_labor_union_salar -0.0166676 0.0108708  -1.533 0.1475
RD_college_degrees 0.235681 0.255925 0.9209 0.3727
RD_private -0.0995977 0.188204 205 0.6050
RD_patents 0.552607 0.627555 (6880 0.3934
F_market_rate -0.00157755 0.00225171 -®700  0.4950
F_debt_to 0.00144147 0.00390572 0.3691  0.7176
ES_mobility -0.337136 0.960393 -0.3510 309
ES_value_of_the_dollar 0.174849 0.165486 1.057 0.3086
ES_international 7.03021e-09 1.39603e-08 .503B 0.6224
ES_poverty -0.00422034 0.00254425 4.65 0.1194
Mean of dependent variable 0.018676 Standard deviation of depend-
ent variable 0.017903
Residual sum of squares 0.001350 Standard error of residuals
0.009820

Coefficient of determ. R-squared).843978 Adjusted R-squared

0.699100
F(13, 14) 5.825457 p-value for F- test

0.001190
Log likelihood 99.42619 Akaike information criterion

-170.8524
Schwarz’s Bayesian criterion -152.2015 HanQamn criterion -
165.1506

Autocorrel. of residuals - rhol -0.147669
2.295056

Durbin-Watson statistic
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Excluding the constant, the highest p-value igliervariable ILM_hourly wage
The test for normality of distribution of residuals
The null hypothesis: random variable has a norrigdtidution

Test statistic: Chi-square(2) = 1.75759

with the p-value = 0.415283

Test for omitted variables —
The null hypothesis: regression parameters foimtlieated variables are equal to
zero
LM_hourly_wage
RD_college_degrees
RD_private
RD_patents
F_market_rate
F_debt to
ES_mobility
ES value_of the dollar
ES international
Test statistic: F(9, 14) = 0.386314
with the p-value = P(F(9, 14) > 0.386314) = 0.%224

Sequential elimination of negligible variablepiesence of two-tailed critical
region, alpha = 0,10

Negligible variable: LM_hourly _wage (p-value = 05j6was eliminated
Negligible variable: ES_mobilityp-value = 0.799) was eliminated
Negligible variable: RD_patents (p-value = 0.3@&) eliminated

Negligible variable: ES_international (p-value T0) was eliminated

Negligible variable: RD_private (p-value = 0.45&seliminated
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Negligible variable: F_market_rate (p-value = 0.483s eliminated
Negligible variable: RD_college_degrees (p-valu@417) was eliminated
Negligible variable: ES_value_of the_dollar (p-wak10.371) was eliminated
Negligible variable: RD_patents (p-value = 0.32%)sweliminated

Model 2: Least squares method estimation with immeletation of 28 ob-
servations 1980—-2007
Dependent variable: real_GDP_per

factor standard t- p-value
error Student
const 0.0576700 0.0212128 2.719 0.0122
*%*
LM_employment_costs -20987 0.456494 -2.212 0.0372

*%

LM_people_in_the _worki 0.0190034 0.00308950 6.151 2.83e-06

*%k%

LM_labor_union_salar -0165101 0.00649152 -2.543 0.0182

ES_poverty -M0287137 0.00164773 -1.743 9.0948

Mean of dependent variable 0.018676 Standard deviation of depend-

ent variable 0.017903

Residual sum of squares 0.001685 Standard error of residuals
0.008560

Coefficient of determination R-squared 0.80523Adjusted R-squared
0.771358

F(4, 23) 23.77212 p-value fortést
6.93e-08

Log likelihood 96.32073 Akaike information criterion
-182.6415

Schwarz’s Bayesian criterion -175.9804 HanQamn criterion
-180.6051

Autocorrelation of residuals - rhol 0.008954 Mo¥Watson statistic

1.977922
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Comparison of Model 1 and Model 2:

The null hypothesis: regression parameters foimtlieated variables are equal to
zero

LM_hourly_wage

RD_college_degrees

RD_private

RD_patents

F_market_rate

F_debt to

ES_mobility

ES value_of the_dollar

ES_international
Test statistic: F(9, 14) = 0.386314, with the juea= 0.922469
For 3 information criteria (AIC, BIC, HQC), 3 criia are better.





