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The paper describes an experiment consisting cdppécation of artificial intel-
ligence algorithms in the processes of predictimg $tock market. A special tool
was developed to evaluate whether artificial nenedvorks can predict stock mar-
ket behavior. The aim of this paper was also to lbesv neural networks tapping
trivial and easily attainable input data performan environment which is both
complex and difficult to predict.
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1. Introduction

To answer the question of whether a neural netwark at least to a limited
extent, predict broadly defined stock market bedrawive focused on predicting
price increases and detecting buy-sell signals. ddweloped system provides an
easy way of studying artificial intelligence mectsams. The presented solution
enables the generation of training and test datdseted on historical data and to
create a variety of neural network structures. Thbservations and inferences can
be made about correlations between the networkigtsire and outcomes. The
system also allows the use of various types ofnlagralgorithms. Experiments
were performed to verify whether the application ganerate profitable decisions
[1], [2], [7][10]. The main aim of this work is tiest the capabilities of the applica-
tion developed by small group of programmers.



2. Theidea of application

Tests of the developed neural network (i.e., thaliegtion) were carried out with
the following input data:

e network’s structure;

e activation function;

e input data/number of inputs;

e output data/number of outputs;

e impact of the exchange rates of major currencies.

In accordance with the research assumptions, thkcapon conducts analysis of

historical data as a basis for the generation afitig data. A variety of neural

network structures can be created and trained,liagad range of different tests.

In terms of non-functional requirements, the forsusn simple and intuitive access
to data and ease of use of the application. Thexetbe front end of the applica-
tion is designed as a web interface, while theutaton module is a separate com-
ponent, with the data stored in a database orxadiles, as required. To sum up,
the system consists of three elements: a web apiplic a data module, and a cal-
culation module (neural network).

2.1. Generation of training data

One of the most important functionalities of theplagation module is the
generation of training and test data. Historicatirigs for the Polish stock ex-
change are taken from the website gpwinfosferareaseforeign company listings
can be uploaded from Yahoo Finance. The expectiedfolanat is CSV.

The application recognizes the following typesrgdut data: opening price; closing
price; the highest price of the day; the lowestgf the day; volume; difference
between the highest and lowest prices of the ddfigrence between the closing
and opening prices; increase from the previous idayease from a specific day;
candlestick.

These data can be freely added to the trainingtestddatasets. The applica-
tion allows the user to select any number of irgaut. Additionally, the above data
types can be used to calculate an average or@ipaoease over a period of sever-
al days. The calculated values can be fed as an iophe neural network.

The application produces the following types ofputitdata: value; increase;
simplified increase; simple trend; trend of avegmge

The first type of output in the dataset is a valagermined for a date follow-
ing the days for which input data were collectee Dutput may consist of any
input data type. The same is true of the “increase'simplified increase,” but in
these cases what is calculated is a change froripadate. “Simplified increase”
differs from “increase” in that it returns 1 for arcrease -1 for a decrease.
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The second category of output data consists ofigremhis type of output data
represent changes in trends. The first variantutaties differences in the compa-
ny’'s share prices over a given interval, while seeond variant computes differ-
ences between values averaged for a number of days.

For both types of trends, the output is as follows:

1 if inthe future following a large increase in value
@(e) =410 if inthe future shall be negligible increase in value ()
1 if in the future there is a wide discount value

In this way, neural networks can be trained whesetbor buy stocks. The ac-
tual sensitivity of the trend functionality is deténed by two parameters: the
number of days over which an increase is to beutatled and the minimum per-
centage change for trend recognition. The numbesigsfals is inversely propor-
tional to the value of the percentage parametes.Mtimber of days determines the
length of the time interval to be analyzed. Shert¥t players will use low numbers,
while medium- and long-term ones will opt for higieimbers [1], [5], [6].

2.2. The calculation module

The purpose of this module, based on the FANNfjhria to create and oper-
ate neural networks. It is the brain of the whojstem. Cooperation with this
module requires running the appropriate programer&Jg€ommunicate with the
module by means of command line arguments andralatd output. The output
data are separated by newlines. A detailed desmript the functionalities, as well
as inputs and outputs of the programs, can be foufg].

2.3. The data module

The purpose of this module is to store applicatiata both in text files and in
a MySQL database. The essential information indude
— Neural network structures;
e training data;
e testdata;
e available financial instruments;
o tests of the trained networks;
e data generated during the training and testingeoforks:
- error as a function of the number of epochs;
- error within the test dataset;
- comparison of network results with test data;
- comparison of network results with training data.
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Out of the above-mentioned information, only shatests and related data
are stored in the database alone. Other data @edsnh two locations. Basic in-
formation is contained in the database, while teastructures in text files. In the
case of neural networks, a complete descriptioallothe features and properties
necessary to recreate their entire structure byc#heulation module is stored in
files. The test and training data are stored imaar way.

3. Thetest procedure

All tests were performed on historical data, whiehde it possible to evaluate
prediction accuracy. To facilitate research anchielate spurious results, tests were
carried out for the most liquid stocks from the VE@Gindex. Of greatest interest
were changes in the mean squared error over siEegmchs. The next step in-
cluded determination of the impact of various fagton prediction effectiveness.
In this case, research was mainly based on wétletdanetworks, with the conclu-
sions inferred from the test data. The objective twaverify whether the developed
tool can provide accurate predictions concerninmiréu stock market behavior.
In addition, result reproducibility was assessdd [9

Table 1. Relationship between the mean squared error anduimber of epochs
for 4 neurons in the hidden layer

Epoch Mean square error

1 0.18579823

50000 0.08787858

100000 0.08657525

150000 0.08592853

200000 0.08557729

Table 2. Average difference between training data valuersndal network output
for 4 neurons in the hidden layer

Name Average Difference Values
Alior 0.49728983
Lotos 0.38832449
LPP 0.61485993
Tauron 0.33484827
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Initially, it was investigated how different profies of neural networks affect
the quality and speed of learning. The tests werglucted on 4 selected compa-
nies (Alior Bank, Tauron PE, LPP, Grupa Lotos)gisbn the WIG20 to minimize
spurious results.
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Figure 1. Training data for Alior Bank shares and neuralmek output for 4 neurons
in the hidden layer

3.1 Evaluation of learning coefficients and aldams for a simple
network structure

Table 3. Relationship between the mean squared errorjrgpaigorithm,
and learning coefficient

Name Coefficient of | Mean Square Error Name Coefficient of Mean Square Error
Learning Learning
FTB 0.1 0.060799 QP 0.1 0.053251
FTB 1 0.022753 QP 1 0.026129
FTB 0.2 0.041383 QP 0.2 0.043889
FTB 0.5 0.027667 QP 0.5 0.028099
FTB 0.7 0.026295 QP 0.7 0.026413
FTI 0.05 0.115374 TRP 1 0.028963
FTI 0.1 0.112378 TRP 0.2 0.028964
FTI 0.2 0.102865 TRP 0.5 0.028965
FTI 0.5 0.085507 TRP 0.7 0.028966
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Tests were conducted for a network with 20 neuionike hidden layer. Each
algorithm was tested repeatedly for different l@agrcoefficients [4].

FTI (FANN TRAIN INCREMENTALs a backpropagation algorithm with the
weights updated after each training pattern. FFANN TRAIN BATCMH is
a backpropagation algorithm with data updated amlge per epoch. TRP is an
alternative name for aRPROP algorithm, and QP stands for QUICKPROP
algorithm.

3.2. Evaluation of the learning algorithm for arféayer neural network
Tests were conducted for a network with 2 hiddsmrs. The network structure
was as follows: 3-20-8-1.

Table 4. Relationship between the mean squared error anttdiming algorithm
for a four-layer network

FTB 0.005206
FTI 0.084318
QP 0.003559
TRP 0.014549
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Figure 2. Training data for Alior Bank shares and resultstf@ best-trained network

4. Analysis of confidence

The objective of this section was to examine tlafifsror losses that the deci-
sions of the neural networks would imply if theapacity were trusted to a given
degree. Tests were performed on randomly seleateidahnetworks as well as
tests from previous analysis. The sale coefficgtands for the decline in price at
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the output interpreted as a sell signal, whilelthe coefficient stands for the rise in
price at the output interpreted as a buy signalilé\d@omputing profits, the costs of
transactions and intermediaries were not taken adoount. Obviously, they
should be considered in real-life investing [4]1&][[12].

Table 5. Examples of profits

Name Profit
Alior 2,7%
Tauron -2,2%
Lotos -1,6%

5. Effects of tests

5.1. Effect of network structure on learning praces

The objective was to select the best network sirecfor predicting stock
market processes. In the first variant, it is pettfeclear that deviations were huge
and errors high, but the neural network’s analgéithe input data was still going
in the right direction, as can be seen on figuréhk neural network was supposed
to indicate when to buy or sell stocks. The gre#lternumber of neurons in the
hidden layer, the more consistent the results wétraining data. With 20 neu-
rons in the hidden layer, the chart became inanghssimilar to the original. At 25
neurons, learning efficiency dropped, which is gugurprising. It was only after
another layer had been added that the results iregrdstill, the neural network
results did not overlap with the training datahe thart. It may be expected that
learning efficiency is affected by other factorsamined in the next section.

As stated above, factors influencing the learnimacess other than network
structure should also be examined. Therefore, réifiees in the mean squared
errors for various learning factors and algorithmese investigated. The test con-
firmed the theoretical assumption that the higherlearning coefficient, the faster
the learning process, and thus the smaller the mgaared error. However, the use
of an excessively high value is bound to impairtthening process.

Although it could be assumed that the training atgms would affect only
the speed of learning and at 200,000 epochs nblsib&nefits would be percepti-
ble, to our surprise it turned out that those atgors had a relatively large impact
on training effectiveness. The traditional backaggtion algorithm was found to
be the most difficult to train. This may be duehe fact that weights were adjusted
following every single piece of training data. Bsing the RPROP algorithm, even
an eight-fold performance gain was achieved. Howete best solutions were the
backpropagation algorithm with weights calculatédraevery epoch and QUICK-
PROP, which led to a sixteen-fold rate increaseséhests allowed the specifica-
tion of the most efficient network training methods
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5.2. Selection of input data

This section was designed to answer one of thaatrgaestions posed in this
paper: what datasets can unambiguously identifyeshece increases or decreas-
es? While it is difficult to infer from the testshether the investigated data conclu-
sively determine the results, it was shown how gearin input data improve the
learning process and reduce errors.

It can be immediately noticed that differences leetwthe closing and open-
ing prices and between minimum and maximum dailgesr were forecast quite
correctly. This to some extent vindicates basibméal analysis involving candle-
stick charts. An additional parameter which imptiee network’s learning is the
number of days, i.e., the number of times the ffata previous days are to be
replicated. The effect of the above parameterdart manifested by the first and
sixth training datasets. Adding the same input,datié taken from three days, re-
sulted in a nine-fold reduction of the error.

On the other hand, the introduction of the voluraeameter led to unexpected
results. While volume is considered one of the iafucomponents of technical
analysis, it greatly impaired the quality of neuratwork training. This may be due
to the fact that this parameter is too ambiguowuscamfusing. It might be useful if
a larger amount of input data were used. Anotheuccessful solution was for
data to be largely based on averages and increBsisscan be explained by the
fact that averages are slightly delayed, i.e., gharin certain parameters are not
immediately evident. Only major changes in datacfaverages, but by the time
that happens it may already be too late to redus problem can also arise from
misapplication of averages.

This section explored the basic parameters of heetaorks and their learn-
ing processes. It can be concluded that althoughn#twork structure, learning
parameters, and training algorithms are very ingmdrtthe main problem with
applying artificial neural networks to stock excbaranalysis is the selection of
input and output data. The most difficult taskasfind a set of data that would
unambiguously determine whether the share pri@gaing to rise or decline. The
present study successfully identified data whichbés high quality and effective
network training. The subsequent section of theepagamines whether such train-
ing ensures accurate prediction of future stoclatse.

5.3. Effect of neural network training on predictiguality

The purpose of this section was to examine whetherquality of network
training affects the prediction of stock market &abr and whether a focus on the
learning process would improve prediction accurdeyalysis of results shows that
indeed the better a given network has been trathedsmaller the error for the test
set. However, it is hardly reassuring that the fmdhe error for the training data,
the larger the error for the test dataset. It isw@diately clear from results that the
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mean squared error increases for data concerninfutare. However, initially the
error is small enough to offer an opportunity facarate predictions for several
days ahead.

The result show that the network returns a cotrectd for the coming days,
but in an unreliable and haphazard manner. Prolsduyrate predictions are pos-
sible, since the results overlap increasingly. Taise could actually generate prof-
its in a real investment setting.

5.4. Currencies

The objective of this section was to determine Wweethe main currencies of
the world market included into the training and tista improve prediction and the
learning process. The results are not reassurinfeagtroduction of currencies
into the training dataset only aggravated confusfigparently, currency exchange
rates are not always correlated with share prioglsadten change for a variety of
reasons which have no effect on the actual pri€d¢beotested shares. In general,
this factor led to disappointing results, but soshare prices were predicted ex-
tremely accurately. The network reflected the dotiada with only a small error.
However, due to considerable confusion, it is Hardetermine whether exchange
rates are helpful in estimating future buy-selinsig. It should be borne in mind
that the test generated few positive results; istrnases the quality of both predic-
tion accuracy and of the learning process decredsetdknowing the future, it is
impossible to decide whether the introduction @& é&xchange rates of the dollar,
euro, or franc enable more accurate forecasts.eldrey, the application of curren-
cies is not conducive to better prediction outcofestock market behavior [4].

5.5. Analysis of confidence

The objective of this section was to verify how mmume can trust signals
from neural networks and determine whether a poafit be made using the devel-
oped tool. Generally speaking, it was shown thaffthure can indeed be predicted
and that neural networks can lead to decent profitap to 8%. Notably, well-
trained networks brought higher profits, while thagth inferior training tended to
bring losses. In addition, one can see that therkeslts were achieved by choos-
ing coefficients with a focus on low purchase sic&he opposite is true in the
case of focusing on predicted sale prices andoiashases. This gives rise to more
transactions, but they are far less profitable. figigvork buys almost anything and
sells it surprisingly quickly. In addition, a minonbalance due to lower quality of
the learning process or an ambiguous set of inpatg cause wrong predictions
and entail losses. Therefore, it can be concludatdnly predicted increases can
be trusted, and sell signals should be immediagetgd upon. Although partly
confirmed by this study, it is not completely trues it was shown the buy-sell
signals often appeared in excess, confusing thaigbnee power of the neural net-
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works. Although the initially forecast directionf @hange were correct, numerous
inflection points occurred in the case of both umar downward trends. Hence, a
large number of transactions. Moreover, it is vigkgly that the networks would
have provided better results if they had been déhito reject momentary fluctua-
tions. This study showed that prediction is possiblut it should be wisely used
and that at this stage it should be treated asrowation rather than a guide for
real-life stock exchange transactions.

5.6. Aim achieved

This section of the study was completed quite sssfody. It was shown that
there are cases in which an application can proaidelatively accurate approxi-
mation of future prices, and, most importantly, gexe profits. It was also demon-
strated that it is worthwhile to focus on high-diyahetwork training because well-
trained networks provide better prediction restliem those trained less effective-
ly. The inclusion of the relevant currencies in ttedaset caused come confusion
and failed to improve the results; it even madentheorse. However, thanks to the
introduction of an additional parameter some nek&@an learn with fewer errors
and provide more precise predictions. In geneharet are many indications that
prediction is possible, but there is also a certiise of residual disbelief. The
question also arises as to whether or not the gwekpredictions are spurious.
There are still too many buy-sell signals in tharth The analysis demonstrated
the extent to which one can trust the networksedal while predictions about
stock market behavior can be made, they shouldelagetd with caution.

6. General conclusions

The primary objective of this study was to verifjnather artificial intelli-
gence mechanisms are able to successfully preick snarket behavior. A tool
was developed and tests performed to determinehehetural networks are via-
ble candidates for forecasting future stock excbdisgings.

The first part of the study explored how the vasidachnical properties of
neural networks influenced their learning processésch proved to be the key to
accurate prediction of short-term stock market bina Good training enabled
neural networks to predict the future. The follogvifactors proved significant at
the stage of learning:

e structure of the network — the greater the numbidayers and neurons, the
better the results;

¢ |earning algorithm — can increase the rate of daening process and eliminate
stalling at local minima.

517



e Selecting the appropriate functions of predictiotivation and the right combi-
nation of data values enables networks to learcigarly recognize situations
and make buy or sell decisions. The tests perforfimethis paper led to the fol-
lowing conclusions:

* Intraday stock price data, such as closing, opemmgimum, and maximum
prices, are useful.

e Although volume is commonly believed a crucial &actit confuses neural
networks. Perhaps it should be operationalizeddiffarent form, e.g., loga-
rithmic.

« Data applied in basic technical analysis involvicendlestick charts are
helpful.

e The same values should be used over several daysefmetwork to recog-
nize pattern formation.

« The theory of moving average crossovers does ndt well for neural net-
work predictions.

* Value increases may be used as an additional etelm@ralone they cannot
identify a price increase or decrease.

« Currencies generally do not facilitate the proa#fssetwork learning or pre-
dicting share prices.

In summary, input data are the most important fatdo accurate prediction of
stock market behavior. The selection of an appabgriset improves learning,
which, as it has been proven, leads to better gtieds.

Prior to conducting forecasts, it would be usefutheck the past results for
the examined company and select the factors foclwhigiven network brings the
best learning and forecasting results. Each compauljfferent, attracts different
investors and depends on different determinantsrefre, before taking a risk, it
iIs recommended to examine which factors facilieftective network operation
and what parameters impact price changes of theshéhere is ho golden mean
in stock market speculation, which carries an iaherelement of risk. Even the
most seasoned investor has the right to be wrohgrefore, one should not de-
mand Al mechanisms to be infallible, either.

Despite the fact that the developed networks welaively simple and the
training data straightforward, fairly accurate peéidn results were achieved. This
is promising and gives grounds for further reflectand research in this field, es-
pecially in terms of experimenting with differergts of inputs. In addition, the
output of neural networks could also be subjectedcrutiny, which was beyond
the scope of this work, as those data may holdge |potential for improving the
learning and prediction processes. Yet anotheeisgurth examining are correla-
tions between different shares or commodities.duld also be useful to evaluate
how common opinions about companies affect theifopmance in the stock ex-
change, as the stock market is primarily governedrowd psychology stimulated
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by rumors, subjective opinions and media news. dfoeg, the influence of these
factors on the learning process should also beoesql

In conclusion, artificial intelligence mechanisnaral an excellent chance of
succeeding on the trading floor, but further testsst be carried out to develop a
good and reliable investment system. There is ndtthat such solutions should
be considered for predicting stock market behaisy.
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