DIFFUSION LIMITS FOR THE QUEUE LENGTH OF JOBS IN MULTISERVER OPEN QUEUEING NETWORKS

A mathematical model of a multiserver open queueing network in heavy traffic is developed. This model is that of a multiserver computer system network in heavy traffic. A limit theorem for the length of the queue has been presented.
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1. Introduction

Proofs of probability limit theorems (PLTs) have clear practical implications. In the article, the authors prove a PLT for the queue length (customers) in a multiserver open queueing network under heavy traffic conditions. Models of queueing networks have been extensively used for analysing the performance of manufacturing systems and transportation systems, as well as computer and communication networks. Therefore, many methods of approximation have emerged and PLT is among them. The history of investigations into diffusion approximations for queueing systems in heavy traffic is about forty years old, while the history of queueing networks is about twenty years old. Although Kolmogorov [29] had already proved in the fifties that it was possible to approximate the number of occupied phases in a queue with finite capacity by means of a diffusion process with reflection at the upper boundary, systematic study of the problem only started with the papers [26, 27, 35]. Similarly, methods of investigating single-phase (single-server) queueing systems in heavy traffic are considered in [35, 21, 22, 3, 2], etc. Later on, a large number of papers were published aimed at various
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aspects of diffusion approximations in models of queues (cf. the survey papers [19, 20, 40], and the monograph [25]). Investigations into diffusion approximations in queueing theory started in the papers [29, 17], and [36].

Due to serious technical difficulties, models of open queueing networks are not considered so often. The book of Bramson [8] contains the essentials of queueing networks from classical product-form theory to more recent developments, such as diffusion and fluid limits, stochastic comparisons, stability, dynamic scheduling, and optimization. Chen and Zhang [9] established a sufficient condition for the existence of a (conventional) diffusion approximation for multiclass queueing networks under various disciplines of ascribing priority. Chen and Ye [10] extended the work of Chen and Zhang [9] and established a new sufficient condition for the existence of a (conventional) diffusion approximation for multiclass queueing networks under various disciplines of ascribing priority. This sufficient condition is related to the weak stability of fluid networks and the stability of high priority classes of fluid networks that correspond to the queueing networks under consideration. Bramson and Dai [5] proved limit theorems under heavy traffic for six families of multiclass queueing networks (for example, the first three families are single-station systems operating under the first-in-first-out (FIFO), generalized-head-of-the-line proportional processor sharing (GHLPPS) and static buffer priority (SBP) service disciplines). Harrison [18] describes a general type of model of a stochastic system that involves three basic elements: activities, resources, and stocks of material. A system manager chooses activity levels dynamically, based on observations of the state, consuming some materials as inputs and producing other materials as outputs, subject to constraints on resource capacity. Mandelbaum and Stolyar [31] investigated a queueing system with multiple types of customers and flexible (multiskilled) servers that work in parallel. Such a system in heavy traffic is analyzed and it is shown that a very simple generalized $c\mu$ rule minimizes both instantaneous and cumulative queueing costs asymptotically, over essentially all of the scheduling disciplines, preemptive or non-preemptive. Kang et al. [24] consider a connection-level model of Internet congestion control that represents the randomly varying number of flows present in a network. Here bandwidth is fairly shared amongst elastic document transfers according to a weighted bandwidth sharing policy. Rybko and Stolyar [37] study a stochastic network that consists of a set of servers processing multiple classes of jobs. Each class of jobs requires a concurrent occupancy of several servers while being processed, and each server is shared among the job classes according to a head-of-the-line processor-sharing mechanism.

Limit theorems and diffusion approximations for queueing systems under the conditions of heavy traffic are closely connected (they belong to the same field of research, i.e., investigations into the theory of queueing systems in heavy traffic). There is a vast literature on diffusion approximations. Readers are referred to [40, 30, 14] and [15] for a general survey of the subject. The natural setting for a limit theorem in the latter paper is the weak convergence of probability measures on the function space
Since an excellent treatment of this subject has recently been published [1], we shall only make a few remarks here about our terminology and notation. Stochastic processes characterising a queueing system give rise to sequences of random functions in $D$; the space of all right-continuous functions on $[0,1]$ with left limits and endowed with a Skorohod metric, $d$. Let $D$ be the class of Borel sets of $D$. If $P_n$ and $P$ are probability measures on $D$ which satisfy

$$\lim_{n \to \infty} \int f dP_n = \int f dP$$

for every bounded, continuous, real-valued function $f$ on $D$, then we say that $P_n$ weakly converges to $P$ as $n \to \infty$ and write $P_n \Rightarrow P$. A random function $X$ is a measurable mapping from some probability space $(\Omega, \mathcal{B}, P)$ into $D$ with the distribution $P = PX^{-1}$ on $(D, D)$. We assume that a sequence of random functions $\{X_n\}$ weakly converges to the random function $X$, and write $X_n \Rightarrow X$, if the distribution $P_n$ of $X_n$ converges to the distribution $P$ of $X$.

We will repeatedly use an analogue of the following theorem on mutual convergence (see, for example, [1]):

**Theorem 1.1.** Let $\varepsilon > 0$ and $X_n, Y_n, X \in D$. If $P(\lim_{n \to \infty} d(X_n, X) > \varepsilon) = 0$ and $P(\lim_{n \to \infty} d(X_n, X_n) > \varepsilon) = 0$, then $P(\lim_{n \to \infty} d(Y_n, X) > \varepsilon) = 0$. So, here we prove a PLT for the queue length in a multiserver open queueing network under heavy traffic conditions. The main tool for the analysis of such queueing systems under heavy traffic is a functional limit theorem for a complex renewal process (the proof can be found in [1]).

### 2. The model of the network

Consider a network of $J$ stations, indexed by $j = 1, 2, ..., J$, such that any station $j$ has $c_j$ servers indexed by $(j, 1), ..., (j, c_j)$. First, $\{u_j(e), e \geq 1\}, j = 1, 2, ..., J$, are $J$ sequences of exogenous interarrival times, where $u_j(e) \geq 0$ is the interarrival time between the $(e - 1)$-th job and the $e$-th job that arrive at station $j$ exogenously (from outside the network). Define

$$U_j(0) = 0, \quad U_j(n) = \sum_{e=1}^{n} u_j(e), \quad n \geq 1 \text{ and } A_j(t) = \sup\{n \geq 0: U_j(n) \leq t\}$$

where $A_j = \{A_j(t), t \geq 0\}$ is called the exogenous arrival process for station $j$, i.e., $A_j(t)$ counts the number of jobs that have arrived at station $j$ from outside the network.
Second, \( \{v_{jk}(e), e \geq 1\}, j = 1, 2, ..., J, k_j = 1, 2, ..., c_j \), are \( c_1 + \ldots + c_j \) sequences of service times, where \( v_{jk}(e) \geq 0 \) is the service time for the \( e \)-th job served by server \( k_j \) at station \( j \). Define

\[
V_{jk}(0) = 0, \quad V_{jk}(n) = \sum_{e=1}^{n} v_{jk}(e), \quad n \geq 1, \quad \text{and} \quad x_{jk}(t) = \sup\{n \geq 0 : V_{jk}(n) \leq t\},
\]

where \( x_{jk}(t), t \geq 0 \) is called the service process for server \( k_j \) at station \( j \), i.e., \( x_{jk}(t) \) counts the number of services completed by server \( k_j \) at station \( j \) over the periods where the server is occupied. We define \( \mu_{jk} = (E[v_{jk}(e)])^{-1} > 0, \sigma_{jk} = D(v_{jk}(e)) > 0 \) and \( \lambda_j = \left(E\left[u_j(e)\right]\right)^{-1} > 0, \quad a_j = D\left(u_j(e)\right) > 0, \quad j = 1, 2, ..., k \); all of these terms are assumed to be finite.

In addition, let \( \tilde{\tau}_j(t) \) be the total number of jobs routed to the \( j \)-th station of the network in the interval \([0, t]\), \( \tau_j(t) \) be the total number of jobs that have been served at the \( j \)-th station of the network in the interval \([0, t]\), \( \tilde{\tau}_{jk}(t) \) be the total number of jobs routed to the \( k_j \)-th server of the \( j \)-th station of the network in the interval \([0, t]\), let \( \tau_{jk}(t) \) be the total number of customers whose requests have been satisfied by the \( k_j \)-th server of the \( j \)-th station of the network in the interval \([0, t]\), and \( \tau_{ijk}(t) \) be the total number of jobs which have been served by the \( k_i \)-th server of the \( i \)-th station of the network and then routed to the \( k_j \)-th server of the \( j \)-th station of the network in the interval \([0, t]\). Let \( p_{ij} \) be the probability of a job being routed to the \( j \)-th station of the network after being served at the \( i \)-th station of the network. Denote by \( p_{ijk} = \tau_{ijk}(t)/\tau_{jk}(t) \) the proportion of the number of jobs which, after service at the \( k_i \)-th server of the \( i \)-th station of the network, are routed to the \( j \)-th station of the network in the interval \([0, t]\), \( i, j = 1, 2, ..., J, k_i = 1, ..., c_i \) and \( t > 0 \).

The processes of primary interest are the queue length process \( Q_j = \{Q_j(t), t \geq 0\} \) with \( Q_j = \{Q_j(t), t \geq 0\} \), where \( Q_j(t) \) indicates the number of jobs at station \( j \) at time \( t \). We use the notation \( Q_{jk} = \{Q_{jk}(t), t \geq 0\} \), where \( Q_{jk}(t) \) indicates the number of jobs waiting to be served by server \( k_j \) of station \( j \) at time \( t \). Clearly, we have

\[
Q_j(t) = \sum_{k_j=1}^{c_j} Q_{jk}(t), \quad j = 1, 2, ..., J
\]
To be more precise, the first come, first served' (FCFS) service discipline is assumed for all $J$ stations. When a job arrives at a station and finds more than one server available, it will join the server with the smallest index. Suppose that the queue of jobs at each station of such an open queueing network is continuous in both time and space. Under these assumptions, we prove a PLT for the queue length in a multiserver open queueing network. Similarly as in [32], we investigate multiserver open queueing networks in series: $v_{jk_j,n}(e)$ and $u_{j,n}(e)$ are independent identically distributed random variables describing the $n$-th network; $j = 1, 2, ..., J$, $k_j = 1, 2, ..., c_j$, $e \geq 1$ and $n \geq 1$.

Let us denote

$$\beta_{j,n} = \sum_{i=1}^{J} \sum_{k_i=1}^{c_i} \mu_{ik_i,n} p_{ij} + \lambda_{j,n} - \sum_{k_j=1}^{c_j} \mu_{jk_j,n}, \quad \sigma_{j,n}^2 = \sum_{i=1}^{J} \sum_{k_i=1}^{c_i} \mu_{ik_i,n}^2 \sigma_{ik_i,n}^2 + \lambda_{j,n}^2 a_{j,n}$$

Also, we define

$$\mu_{jk_j,n} = (Ev_{jk_j,n}(e))^{-1} > 0, \quad \sigma_{jk_j,n} = Dv_{jk_j,n}(e) > 0, \quad \lambda_{j,n} = (Eu_{j,n}(e))^{-1} > 0$$

$$a_{j,n} = Du_{j,n}(e) > 0, \quad j = 1, 2, ..., J, \quad k_j = 1, 2, ..., c_j$$

In this work, we assume that the following overload conditions are fulfilled

$$\sum_{i=1}^{J} \sum_{k_i=1}^{c_i} \mu_{ik_i,n} p_{ij} + \lambda_{j,n} > \sum_{k_j=1}^{c_j} \mu_{jk_j,n}$$

and

$$\hat{\sigma}_{j,n}^2 \to \hat{\sigma}_j^2 > 0, \quad j = 1, 2, ..., J$$

Note that condition (1) guarantees that with probability one there exists a queue of jobs which is constantly growing.

In addition, we assume throughout that

$$\max_{1 \leq j \leq J} \max_{1 \leq k_j \leq c_j} \sup_{e \geq 1} E \left( v_{jk_j,n}(e) \right)^{2+\gamma} < \infty \text{ for some } \gamma > 0$$

$$\max_{1 \leq j \leq J} \max_{1 \leq k_j \leq c_j} \sup_{e \geq 1} E \left( u_{j,n}(e) \right)^{2+\gamma} < \infty \text{ for some } \gamma > 0$$

Conditions (3) and (4) imply the Lindeberg conditions for the respective sequences, and are easier to verify in practice (usually $\gamma = 1$ works).
3. Main results

Applying the results of [34], we prove the following theorem about the diffusion limit of the queue length in a multiserver open queueing network. Also, we note that conditions (1)–(4) are used in the proof of the results of [34].

**Theorem 3.1.** If conditions (1)–(4) are fulfilled, then

\[
\left( \frac{Q_1(nt) - \beta_1 nt}{\sqrt{n}}, \frac{Q_2(nt) - \beta_2 nt}{\sqrt{n}}, \ldots, \frac{Q_J(nt) - \beta_J nt}{\sqrt{n}} \right)
\]

\[\Rightarrow (\hat{\sigma}_1 z_1(t), \hat{\sigma}_2 z_2(t), \ldots, \hat{\sigma}_J z_J(t)),\]

where \( z_j(t), j = 1, 2, \ldots, J, 0 \leq t \leq 1 \) are independent standard Wiener processes.

**Proof.** Denote \( c = 2J^2 (c_1 + c_2 + \ldots + c_J), W_j(t) = Q_j(t) - \hat{x}_j(t), j = 1, 2, \ldots, J \) and \( t > 0 \). Hence, for \( \varepsilon > 0 \) we obtain

\[
P \left( \sup_{0 \leq s \leq 1} \left| \frac{W_j(nt)}{\sqrt{n}} \right| > \varepsilon \right) \leq P \left( \sup_{0 \leq s \leq 1} \left| \frac{\sum_{j=1}^{J} \sum_{l=1}^{c_j} x_{ik_j}(s) - p_{ik_j}^* - p_{ik_j}}{\sqrt{n}} \right| > \varepsilon \right)
\]

\[+ P \left( \sup_{0 \leq s \leq 1} \left| \frac{\sum_{j=1}^{J} \sum_{l=1}^{c_j} \tau_{ik_j}(s)}{\sqrt{n}} \right| > \varepsilon \right)
\]

\[
\leq P \left( \sup_{0 \leq s \leq 1} \left| \frac{\sum_{j=1}^{J} \sum_{l=1}^{c_j} \sup_{p_{ik_j}^*} \left| p_{ik_j}^* - p_{ik_j} \right|}{\sqrt{n}} \right| > \varepsilon \right)
\]

\[+ P \left( \sup_{0 \leq s \leq 1} \left| \frac{\sum_{j=1}^{J} \sum_{l=1}^{c_j} \tau_{ik_j}(s)}{\sqrt{n}} \right| > \varepsilon \right)
\]
Let us estimate the first term in (5). Note that for $\varepsilon > 0$

$$P \left( \frac{\sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\}}{\sqrt{n}} > \frac{\varepsilon}{2} \right)$$

\[\leq P \left( \frac{\sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\}}{\sqrt{n}} \right) > \frac{\varepsilon}{2} \]

\[= \frac{1}{\varepsilon} \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\} \]

\[\leq J \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \varepsilon \left( \frac{\sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\}}{\sqrt{n}} \right) \]

\[= \frac{1}{\varepsilon} \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\} \]

\[\leq J \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \varepsilon \left( \frac{\sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\}}{\sqrt{n}} \right) \]

\[= \frac{1}{\varepsilon} \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\} \]

\[\leq J \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \varepsilon \left( \frac{\sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\}}{\sqrt{n}} \right) \]

\[= \frac{1}{\varepsilon} \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\} \]

\[\leq J \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \varepsilon \left( \frac{\sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\}}{\sqrt{n}} \right) \]

\[= \frac{1}{\varepsilon} \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\} \]

\[\leq J \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \varepsilon \left( \frac{\sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\}}{\sqrt{n}} \right) \]

\[= \frac{1}{\varepsilon} \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\} \]

\[\leq J \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \varepsilon \left( \frac{\sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\}}{\sqrt{n}} \right) \]

\[= \frac{1}{\varepsilon} \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\} \]

\[\leq J \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \varepsilon \left( \frac{\sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\}}{\sqrt{n}} \right) \]

\[= \frac{1}{\varepsilon} \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\} \]

\[\leq J \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \varepsilon \left( \frac{\sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\}}{\sqrt{n}} \right) \]

\[= \frac{1}{\varepsilon} \sum_{j=1}^{J} \sum_{i=1}^{I} \sum_{k=1}^{k_{i}} \sup_{0 \leq s \leq n} \{x_{ik}(s) - \tau_{ik}(s)\} \]
Finally, we find establish that for $\varepsilon > 0$ (see (5), (6))

\[
\lim_{n \to \infty} P \left( \frac{\sup_{0 \leq t \leq 1} |W_j(nt)|}{\sqrt{n}} > \varepsilon \right) 
\leq \sum_{j=1}^{J} \sum_{i=1}^{J} \sum_{k_i=1}^{c_i} \lim_{n \to \infty} P \left( \sup_{0 \leq s \leq n} |p_{ik_j} - p_{ij}| > 0 \right) 
\]

\[
+ \sum_{j=1}^{J} \sum_{i=1}^{J} \sum_{k_i=1}^{c_i} \lim_{n \to \infty} P \left( \sup_{0 \leq s \leq n} \left| \frac{x_{ik_j}(s)}{s} - \mu_{ik_j} \right| > \frac{\varepsilon}{c} \right) 
\]

\[
+ \sum_{i=1}^{J} \sum_{k_i=1}^{c_i} \lim_{n \to \infty} P \left( \sup_{0 \leq s \leq n} \frac{(x_{ik_j}(s) - \tau_{ik_j}(s))}{\sqrt{n}} > \frac{\varepsilon}{c} \right) 
\]

\[
\leq \sum_{j=1}^{J} \sum_{i=1}^{J} \sum_{k_i=1}^{c_i} P \left( \lim_{n \to \infty} \sup_{0 \leq s \leq n} |p_{ik_j} - p_{ij}| > 0 \right) 
\]
Let us prove that the first term in (7) converges to zero. Note that (see [34]),

\[ P(\lim_{n \to \infty} \sup_{0 \leq s \leq n} |p_{ik_j}^s - p_{ij}| > 0) \]

\[ \leq P(\lim_{n \to \infty} \sup_{0 \leq s \leq n} |p_{ik_j}^s - p_{ij}| > \delta) \]

\[ = \lim_{\delta \to 0} P(\lim_{n \to \infty} \sup_{0 \leq s \leq n} |p_{ik_j}^s - p_{ij}| > \delta) = 0, \ i, j = 1, 2, \ldots, J \]  

(8)

Using the limit theorem for a renewal process, we see that the second term in (7) converges to zero (see [1]). Hence, we obtain that the third term in (7) also converges to zero. Thus, we have proven that (see (7), (8))

\[ P \left( \sup_{0 \leq s \leq n} |W_j(nt)| > \frac{\epsilon}{\sqrt{n}} \right) \Rightarrow 0, \ j = 1, 2, \ldots, J \]  

(9)

Note that (see, for example, [2])

\[ \frac{\hat{x}_j(nt) - \beta_j nt}{\sqrt{n}} = \sum_{i=1}^{J} \sum_{k=1}^{c_i} \frac{(x_{ik}(t) - \mu_{ik} nt)p_{ij}}{\sqrt{n}} \]

\[ (A_j(t) - \lambda_j nt) - \frac{\sum_{k=1}^{c_i}(x_{ik}(t) - \mu_{ik} nt)}{\sqrt{n}} \Rightarrow \delta_j z_j(t) \]  

(10)

where \( z_j(t) \) are independent standard Wiener processes, \( j = 1, 2, \ldots, J, \ 0 \leq t \leq 1 \).

Thus, using the mutual convergence theorem (see [1]) and from (9), (10), we derive that

\[ \frac{Q_j(nt) - \beta_j nt}{\sqrt{n}} \Rightarrow \delta_j z_j(t) \]  

(11)
where \( z_j(t) \) are independent standard Wiener processes, \( j = 1, 2, \ldots, J, \) \( 0 \leq t \leq 1. \) By [32], for vector convergence to hold it suffices that a limit process is continuous in \( C[0, 1]. \) Using this result together with (11), we complete the proof of the theorem.

Let us denote \( V(t) = \sum_{j=1}^{J} Q_j(t), \) \( t > 0. \) Finally, we will prove the following limit theorem on the total queue length in a multiserver open queueing network.

We also assume that the following condition is satisfied:

\[
\bar{\sigma}_n^2 \to \bar{\sigma}^2
\]

**Theorem 3.2.** If conditions (1)–(4), (12) are fulfilled, then

\[
\frac{V(nt) - \beta_n nt}{\sqrt{n}} \Rightarrow \bar{\sigma} z(t)
\]

where \( z(t) \) are independent standard Wiener processes, \( 0 \leq t \leq 1. \)

**Proof.** It suffices to note that

\[
|V(nt) - \sum_{j=1}^{J} \hat{w}_j(nt)| \leq \sum_{j=1}^{J} |W_j(nt)|
\]

and apply Theorem 3.1. The proof of Theorem 3.2 is complete.

An interesting situation occurs when jobs in the queue belong to different classes. This is an example of a multi-class queueing network (see fundamental works on multiclass queueing networks in heavy traffic [6, 11], etc.). In this paper, diffusion limits for the queue length are investigated in the environment of a multiserver open queueing network. The stability of multiclass queueing networks has been investigated for a long time. However, the most important advances were only made in the 2000s. One of the most important papers of this kind, [12], analyzes recent achievements in the analysis of the stability of queueing networks via fluid models. Significant aspects of stability have already been investigated by a number of authors, including [6, 42], and others. Various service disciplines are investigated in the paper [12] and that paper makes a clear distinction between local stability for a service discipline and the global stability region of a network. Generally speaking, it is known that the stability of a queueing network is closely related to the model provided in [37]. The paper [12] additionally states that for a given service discipline an open queueing network is stable if the state of the corresponding fluid model eventually converges to zero starting from any initial condition. The stability of fluid models and the latest advances presented in [12] conclude that it is not an easy task to derive the region of stability for any given service discipline. It must be mentioned that linear Lyapunov functions are by far the most powerful tool for determining the stability regions of queueing networks with different service disciplines.
4. Applications of the main results

First we present a theorem about the fluid approximation for the length of a queue of jobs in a multiserver open queueing network under heavy traffic conditions.

**Theorem 4.1.** If conditions (1)–(4) are fulfilled, then

\[
\frac{Q_1(t)}{t}, \frac{Q_2(t)}{t}, \ldots, \frac{Q_J(t)}{t} \Rightarrow (\beta_1, \beta_2, \ldots, \beta_J), \quad 0 \leq t \leq 1
\]

Next, we present the law of the iterated logarithm for the queue length in a multiserver open queueing network under heavy traffic conditions.

**Theorem 4.2.** If conditions (1)–(4) are fulfilled, then

\[
P\left(\lim_{t \to \infty} \frac{Q_j(t) - \beta_j t}{\hat{\sigma}_j a(t)} = 1 \right) = P\left(\lim_{t \to \infty} \frac{Q_j(t) - \beta_j t}{\hat{\sigma}_j a(t)} = -1 \right) = 1, \quad j = 1, 2, \ldots, J
\]

First denote

\[
\beta_{jk} = \sum_{k=1}^{J} \mu_{jk} p_{kj} + \lambda_j - \mu_j, \quad j = 1, 2, \ldots, J, \quad k_j = 1, 2, \ldots, c_j
\]

Also in this section, we present the following corollary on the probability that a computer network fails due to overload.

**Corollary 4.2.** If \( t \geq \max_{1 \leq j \leq J} \max_{1 \leq k_j \leq c_j} \frac{m_{jk_j}}{\beta_{jk_j}} \) and condition (1) is fulfilled, then the computer network becomes unreliable (all of the computers fail). The proof of Corollary 4.2 is presented in [38], and we omit it. The proof of Corollary 4.2 is complete.
5. Concluding remarks and future research

- If the conditions of the theorem on the PLT are fulfilled (i.e., condition (1) is satisfied), the network is occupied at first and if condition (1) is satisfied later on, the network becomes uncontrollable after a certain time, since \( t \geq \max_{s \leq j \leq t} \max_{j \leq k \leq s} \frac{m_{jk}}{\beta_{jk}} \).

- Condition (1) is fundamental, the behaviour of the whole network and its evolution is not clear when condition (1) is not satisfied. Therefore, this fact is the object of further research and discussion.

- Note that a computer with a Windows operating system functions steadily if the number of jobs does not exceed 5 (therefore, \( m_{jk} \geq 5 \)). Otherwise, the computer fails.

- The theorems of this paper are proved for a class of multiserver open queueing networks in heavy traffic with the FCFS service principle, independent waiting times for customers at each node of the queueing system, and the times between the arrivals of customers of the multiserver open queueing network are independent identically distributed random variables. However, analogous theorems can be applied to a wider class of multiserver open queueing networks in heavy traffic, e.g., when there are various groups of customers in a queue, when the interarrival times of customers of the multiserver open queueing network are weakly dependent random variables.
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