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COMPARISON OF ESTIMATORS OF A PROBABILITY 
OF SUCCESS IN TWO MODELS 

 
Abstract. In modeling two valued phenomena a binomial or negative binomial model is 

applied. In the paper minimum variance unbiased estimators of a probability of success obtained in 
two models are compared. 
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Consider a two-valued phenomena: 
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The problem is in estimation of  . 
There are two methods of providing an experiment. 
Method 1. The number of all observations is fixed, say n . In those 

observations the number of successes is counted. This number is a random 
variable. Let us denote it by  . 

Method 2. The observations are collected till the fixed number of successes, 
say r , is observed. Here the number of zeros is a random variable, which will be 
denoted by  . 

Those two models will be compared due to the precision of estimation of 
probability   as well as due to the costs of the experiment. In comparison the 
minimal variance unbiased estimators will be employed, but similar results may 
be obtained for maximum likelihood and Bayes estimators. 

Random variable   has a binomial distribution ( , )Bin n   with probability 

distribution function 
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The cumulative distribution function (cdf) of   may be written as 
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where ( , ; )a b   is a cdf of Beta distribution with parameters ( , )a b . The 

statistical model for   is as follows: 
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Random variable   has a negative binomial distribution ( , )NB r   with 

probability distribution function 
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The cdf of   may be written as 
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The statistical model for   is as follows: 
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In the binomial model (4) the unbiased estimator with minimal variance is 
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The variance of that estimator equals  
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The variance of the estimator (for =100n ) is shown in Figure 1. 
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Fig. 1. The variance of the 

MŴ  

 
 

Note that the variance is symmetric about = 0.5  and gains its maximal 
value at this point. 

In the negative binomial model (7) the unbiased estimator with minimal 
variance is  
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with the variance  
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Here 2 1( , ; ; )F a b c x  is the hypergeometric function: 
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The variance of MW  is presented in Figure 2 (for =10r ). 
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Fig. 2. The variance of the 

MW~  

 
Note that this variance is not symmetric about = 0.5 . 
The question is, what is a minimal sample size to gain given precision of 

estimation. Let > 0  and (0,1)   be given numbers. In the model (4) we are 

looking for minimal n  such that  
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The above inequality may be written in the form 
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where 
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The inequality may be written with the aid of the beta cdf:  
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This inequality may be solved numerically. The minimal sample sizes are 
given in the column ( )n   of Table 1 (for = 0.01  and = 0.95 ). The values 

of n  depend on  . The maximal value of n  is reached for = 0.5 : at the point 

at which the variance of ˆ
MW  is maximal. 

In the model (7) we are looking for minimal r  such that  
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This inequality may be written as 
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The inequality may be written with the aid of the beta cdf: 
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As in the (4) model this inequality may be solved numerically. The minimal 

values of minimal number of successes are given in the column )(r  of Table 1. 

In the column ( )r E   there is given an expected length of the experiment in 

the (7) model. The values of r  depend on  . The maximal value of )(r  is 

reached at the point at which the variance of MŴ  is maximal. 

There arise two questions: 
1. what is a probability that negative binomial experiment will be shorter 

than binomial one; 
2. what are the costs of experiments in both models? 
The answer to the first question may be obtained by calculating the 

probability 
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The values of that probability are given in Table 1 in the column P. It is seen 
that for   less that 0.8  this probability is quite big. It means that we have very 
big chances to draw smaller amount of experimental units in negative binomial 
scheme than in binomial one. For larger values of   this probability is very 
small, and for values close to 1 it is zero: minimal sample size in the (4) model 
is less that number r  of required successes in the (7) model. 

To answer the second question the cost of the single experiment must be 
given. Assume that the cost of the single experiment equals one ECU. In the 
binomial model, the overall cost equals the number )(n  (for 0.02=  it is 634 

ECU). 
 

Table 1. Comparison of models: 01.0 , 95.0  

   n   r     Er   P  tcos  

0.02   634 16 800 0.20683 –143.02 
0.03 1007 35 1167 0.24136 –99.50 
0.04 1367 60 1500 0.27279 –58.10 
0.05 1719 92 1840 0.26614 –42.31 
0.06 2062 131 2183 0.30765 –1.73 
0.07 2397 176 2514 0.26622 –7.15 
0.08 2724 227 2838 0.27020 11.76 
0.09 3043 284 3156 0.26914 26.41 
0.10 3355 347 3470 0.26186 36.39 
0.20 6045 1229 6145 0.26469 143.17 
0.30 7967 2417 8057 0.26141 191.69 
0.40 9119 3683 9208 0.23033 187.43 
0.50 9503 4795 9590 0.19163 153.41 
0.60 9119 5514 9190 0.18757 112.73 
0.70 7967 5617 8024 0.17085 61.48 
0.80 6045 4869 6086 0.14793 17.76 
0.90 3355 3044 3382 0.08250 –11.11 
0.91 3043 2828 3108 0.00007 –51.66 
0.92 2724 2550 2772 0.00079 –37.37 
0.93 2397 2256 2426 0.01589 –20.82 
0.94 2062 1994 2121 0.00086 –29.54 
0.95 1719 1678 1766 0.00000 –43.29 
0.96 1367 1351 1407 0.00012 –23.67 
0.97 1007 1058 1091 0.00000 –37.40 
0.98   634   681 695 0.00000 –59.20 

 
 

The expected cost of the whole experiment in the negative binomial model, 
for given  , is 
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For example, for = 0.02  we have ( = 0.1 , = 0.95 ) 

 
 485=(0.02)left  and 1485.=(0.02)right  (23) 

 
The expected cost of the whole experiment is ( 16=(0.02)r ) 
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Hence, for 0.02= , the binomial model is cheaper than the negative 

binomial one at about 143.02  ECU. 
For other values of   the differences in costs between the binomial and the 

negative binomial model are shown in the last column of Table 1. For   about 
zero or one the binomial model is cheaper than the negative binomial model. For 
other values of   the cheaper is the negative binomial model. 

In applications the value of   is not known and before setting the 
experiment one should decide which model is to be involved. As a criterion the 
mean (with respect to  ) cost of experiment may be considered:  
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Calculations for 0.01=  and 0.95=  show that the average difference in 

costs is about 280  ECU. It means, that expected cost of the experiment in the 
negative binomial model is smaller than in the binomial one. 

In a similar way other estimators may be compared. In general, the 
estimators of   in the (4) model and in the (7) model, respectively, are 
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where dcba ,,,  are known constants. Unbiased minimal variance estimators are 

defined by = = 0a b  and = = 1c d  ; Maximum Likelihood estimators are: 
0==== dcba ; Bayesian (with a priori beta with parameters   and  ): 

= =a c  ,  == db . For such estimators 
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and 
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Appropriate calculations may be done with the aid of a mathematical 

software. 
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PORÓWNANIE ESTYMATORÓW PRAWDOPODOBIEŃSTWA SUKCESU  
W DWÓCH MODELACH  

 
Do modelowania zjawisk dychotomicznych wykorzystuje się model dwumianowy lub model 

ujemny dwumianowy. W pracy porównano estymatory nieobciążone o minimalnej wariancji 
prawdopodobieństwa sukcesu w tych dwóch modelach. 


