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Abstract

Decision tree is a  graphical presentation o f the recursive partition ing  the learning set into 
hom ogenous subsets considering dependent variable y.

I f  dependent variable у  is nom inal we deal with nonparam etric  discrim inant analysis 
(classification trees), when у  is num erical -  with nonparam etric  regression analysis (regression 
trees).

T he aim  o f  the paper is to  present some applications o f regression and classification trees 
in m edical diagnosis for solving decision -  m aking problem s.
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I. INTRODUCTION

D ecision tree can be described as a tree-like way o f representing 
a collection o f hierarchical rules that lead to  a class or to  a value.

Let us co n sid e r a learning set: ~

U  =  {(х1,У1),(х2,.у2) , . . . , (х * ,У * )}  (1)

where x is the vector o f independent variables x =  [x1; x 2, x J T and у  is 
the response (dependent) variable.

The model building process is based on recursive partitioning the learning 
set into homogenous subsets U t , U2, U M considering dependent variable y.

Tree-based models are simple, flexible and powerful tools for classification 
and regression analysis, dealing with different kinds o f variables, including 
m issing values and very easy to  interpret.
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II. M O D E L  B UILDIN G P R O C E S S

We consider an additive model:

M
y = a0 + £ a  mgm(x,ß),

m = 1

where gm(\ ,  ß) are functions of x with param eters ß. 
A n approxim ation of (2) can be written as:

M
У =  а 0 + Y, aJ{*eRm)> (3)

where R m (m =  are disjoint regions in the /^-dimensional feature
space, am are real param eters and I {A} is an indicator function:

F or real-valued dimension of the region R m, characterized by its upper and 
lower boundary x*d) and x*9), we have:

where Bmr is a  subset o f the set of the variable values (see G atnar, 2001).
I f  dependent variable у  is nom inal we deal with nonparam etric disc­

rim inant analysis (so we have classification trees); when у  is numerical
-  with nonparam etric regression analysis (regression trees).

In discrim inant analysis the response variable у  represents a class label, 
so that we want to  predict the class of an object from the values of its 
predictor variables.

In regression analysis the response variable у  is assumed to depend on 
the regressors x t , x 2, x p through the relationship:

1, if the proposition inside the brackets is true 
0, otherwise (4)

p

(5)

F or each categorical variable x r we have:

p

I { x e R m} = l ] I { r re B mr}, (6)

У  =/(x, <x)+E,



T he goal o f the regression analysis is to  find an estim ate j? o f у  that 
minimizes a certain loss function (e.g. squared error loss). T he estim ation 
of у  can be done by recursive partitioning the d a ta  and the regressor space 
using techniques tha t yield piecewise constant estim ate o f y:

/(* )=  Z 0 ml{xeRm}, (8)
m- 1

so that for each \ e R m:

Ш  = 0т. (9)

T he procedure o f  the partitioning o f the sample space requires selecting 
appropriate variables.

The goal o f the variable selection process is to  choose those variables 
that yield the best partition. The quality o f partition o f a learning set U is 
m easured by the difference between heterogeneity (in term s o f y) o f U and 
o f resulted subsets U lt U 2, U M (see G atnar, 2001). In o ther words, we 
have a reduction o f impurity:

A I I ( U ; x r) = H(U)  -  £  H (U J p (m ) ,  (10)
m= 1

where:
H  (*) -  is a heterogeneity measure,

p(m) =  - -  -  is the proportion o f objects in Um,
N

M
N(m) -  is the num ber o f objects in Um; o f course £  N(m)  =  N.

m-1
If  у  is catcgorical wc have for example entropy function:

к
H ( U J  = -  X >(i/m )log2p(i/m) (11)

i= 1

or Gini index:

я ( [ / т )  =  1 -  i > 2(zVm), ( 1 2 )
i= 1

N  (ľti)
where p(i/m) = l. ; N ^ m )  -  is the num ber o f objects from class ŕ in Um. 

N(m)



In regression trees analysis the m ost frequently used heterogeneity measure 
is variance:

Using (13) wc have:

M1{U- x r) =  s \ U )  =  -  £  s2( U m)p(m) (14)
m = 1

and

1

Ö" =  N(m) j r / " '  (15)

An ideal goal of recursive partitioning is to  find a decision tree o f minimal 
size and m axim al predictive accuracy. T o evaluate the m odel accuracy a test 
set is required. If not, cross -  validation is used.

The right size of the tree can be chosen using some pruning methods. 
The usual procedure is to  choose optimal splits all the way back, down the 
tree so that as an interm ediary step one obtains a tree with as m any leaves 
as observations. Then the tree is pruned back using a function that gives 
a cost to  complexity (see Breiman et al., 1984):

R , (T) =  R(T) +  a x size (T), (16)

where sizc(T) is some m easure o f the complexity o f the tree such as its 
size ( =  num ber o f leaves), a is the cost-complexity param eter and R(T) is 
a risk function that penalizes for bad prediction.

The optim al tree is determined for example by the 1-SE rule propo­
sed by Breiman et al., 1984. Then, it is the smallest tree with error not 
m ore than one standard error greater than the lowest error tree in the 
sequence.

Tree-structured m odels have m any practical applications. One o f them 
is medical diagnosis where the learning sample consists o f  case records 
containing a description of patien t’s symptoms and corresponding ou­
tcome.



III. A P PL IC A T IO N : PR E D IC T IO N  OI< DU RATION O F ICU STAY AFTER С ABC

In the following example we analyse some d a ta  from the D epartm ent of 
C ardiothoracic Surgery o f Lodz M edical University, where the set of 244 
case records of patients undergoing CABG (Coronary Artery Bypass Grafting) 
during 1997-1998 was collected.

Dependent variable у  is the duration o f a patient’s stay in the Intensive 
Care Unit (ICU ) -  in days. F or classification trees analysis length of stay 
is categorized as follows: class 1 -  IC U  stay 1 4  days; class 2 -  ICU  stay 
5 or m ore days. D eaths arc excluded.
Predictor variables are the following:

1) sex;
2) age in years;
3) BMI -  body m ass index;
4) BSA -  body surface area;
5) diabetes mellitus (yes/no);
6) chronic pulm onary diseases (yes/no);
7) AO -  arterial obstruction (yes/no);
8) hyperthyroidism  (on m edication) (yes/no);
9) diagnosis (stable angina, unstable angina);

10) CCS -  C anadian C oronary Score (class I, II, III, IV);
11) history of m yocardial infarction;
12) previous cardiac surgery (yes/no);
13) left m ain stenosis >  75% (yes/no);
14) E F %  -  left ventricular ejection fraction in %;
15) A spA t -  aspartate am inotransferase in U/L;
16) priority o f operation (elective, urgent, emergent);
17) intraoperative m yocardial infarction or low cardiac ou tpu t syndrome 

(yes/no);
18) perfusion time in minutes;
19) aortic clam ping time in minutes;
20) reperfusion time in minutes;
21) severity score based on preoperative risk factors (see Tab. 1).

The following algorithm s are used:
1) C A RT (Classification and Regression Trees) by Breiman et al. (1984);
2) Q UEST (Quick, Unbiased, Efficient Statistical Trees) by Loh and 

Shih (1997);
3) G U ID E  (Generalized, Unbiased Interaction Detection and Estimation) 

by Loh (2002).
CA RT and Q UEST are well known algorithm s, available for example 

in STA TISTICA  PL package.



G U ID E  is a new algorithm  for building piecewise constan t or piecewise 
linear regression models with univariate splits. It has four useful properties: 
(i) negligible bias selection, (ii) sensitivity to curvature and local pairwise 
interactions between regressor variables, (iii) inclusion of categorical predictor 
variables, including ordinal categorical variables, (iv) choice o f three roles 
for each ordered predictor variable: split selection only, regression modelling 
only, or both. F o r m ore details see Loh (2002).

Table 1. Clinical Severity Scoring System

Risk Factors Score

Left ventricular ejection fraction <  40% 3
Em ergency case 3
Age >  60 1 ( +  1 p o in t per 5 years)
H yperthyroidism  (on medication) 2
D iabetes m ellitus 2
Previous cardiac surgery 2
C hronic pu lm onary  diseases 2
U nstable angina 2
BSA <  1,75 m 2 2
A spA t >  40 U /L 1
C reatin in  level >  1,2 m g/dl 1
A rterial obstruction 1
Left m ain stenosis >  75% 2
U nstable hem odynam ic state 4

Source: E laborated  by D epartm ent o f C ardio thoracic Surgery o f Ł ódź Medical 
U niversity and C hair o f  Statistical M ethods, University o f  Łódź.

T he results o f using selected tree building m ethods are shown in 
Figures 1-4.

F igure 1 shows the piecewise constant G U ID E  tree. 0-SE tree has 
8 term inal nodes. 5 variables appear in the splits: priority o f operation, 
body surface area, age, severity score and sex. The num ber in each term inal 
node is the sample m ean o f the ICU stay. Predicted m ean squared error 
is 5.245.

T he piecewise constant G U ID E  tree from quantile (median) regression 
m odel is shown in Figure 2. It is shorter than the least squares tree in 
F igure 1. 0-SE tree has 3 term inal nodes. The num ber in each terminal 
node is the sample m edian o f the IC U  stay. The splitting variables are: 
priority of operation and body surface area. Predicted mean squared error 
equals 5.893.

F igures 3 and 4 show trees obtained using the classification trees 
algorithm s (QU EST and CA RT respectively).



Figure 1. G U ID E  regression tree -  least squares regression, piecewise constan t m odel
Source: A u th o r’s calculations

Figure 2. G U ID E  regression tree -  m edian regression, piecewise constan t m odel 
Sourcc: A u th o r’s calculations



Figure 3. Q U EST classification tree 
Source: A u th o r’s calculations

Figure 4. C A R T classification tree 
Source: A u th o r’s calculations



Both: C A R T and QUEST 0-SE trees have 4 term inal nodes. Trees are 
quite similar. Three prcdictor variables may be sufficient to  predict the 
response: body surface area, body mass index and priority o f operation. 
Cross-validation estim ate o f misclassification error is 0.4303 for the QUEST 
tree and 0.3934 for the CA RT tree.

IV. C O N C LU SIO N S

Prediction o f the length o f stay in the Intensive Care U nit after cardiac 
surgery is not easy. Prolonged stay in the IC U  increases the overall costs 
o f cardiac surgery and m ay also limit the num ber o f operations performed. 
Therefore, the ability to accurately predict the length o f stay in the ICU 
seems to be very im portant (see M ichalopoulos et al., 1996).

In order to predict the duration  o f the patien t’s stay in the ICU we 
propose to  use tree-structured m ethods. Advantages of tree-based models 
are, am ong others:

1) no requirem ent of knowledge of the variable distribution;
2) dealing with different types of variables -  both: categorical and 

continuous, including missing values;
3) robustness to outliers;
4) direct and intuitive way o f interpretation;
5) reduction o f the cost o f the research by selecting only some im portant 

variables for splitting nodes, so that each new object can be described by 
a few risk factors.

Interprctability of a tree structure decreases with increase in its complexity 
so that in further researches we will pay m ore attention to fitting piecewise 
linear models which tend to possess better prediction accuracy.
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M a łg o rza ta  M is z ta l

O Z A ST O SO W A N IU  D R ZEW  KLASYFIK ACYJNYCH I R E PR E SY JN Y C H  
W D IA G N O STY C E M E D Y C Z N E J

Streszczenie

D rzew o decyzyjne jest graficzną prezentacją m etody rekurencyjnego podziału. M etoda ta 
polega na  stopniowym  podziale zbioru obiektów  n a  rozłączne podzbiory  aż d o  m om entu 
uzyskania ich jednorodności ze względu n a  wyróżnioną cechę y.

G dy у  jest zmienną nom inalną, mamy do czynienia z nieparam etryczną analizą dyskryminacji 
(drzewa klasyfikacyjne), gdy zaś jest zm ienną ilościową z nieparam etryczną analizą regresji 
(drzewa regresyjne).

W referacie przedstaw iono możliwości zastosow ań drzew regresyjnych i klasyfikacyjnych 
d o  rozwiązywania problem ów  o charakterze decyzyjnym w diagnostyce medycznej.


