


Relation (3) is called the condition of consistency”.
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The total imports ”j of country j are given by the column sums:

My < :? Xygo £y 32, oih : (1)

\

and the total exportsf1 of country i are found as the row sums:

z 3 ’1u -ll"‘ln (2)
€y = ?: X3 J

The world exports (imports) or the total exports (imports) of a
given group of countries are given: :

X=ZEi=2MJ=X,i,j=l,.._.,n (3)
i Tl :

1

for the purposes of analysis and prediction of the structu-
re of trade matrix X it is useful to define certain coefficients

(1], [51, [e], B7DD.

1 In fact, there exist statistical discrepancies between total
exports and imports due to differences in valuation methods (fob,
cit), differences in timing etc. 3
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Hence AY = ifj satisfies the cbnsistency condition (3). The main
role among these methods is played by the set of methods based on
the \c'l assical RAS"" " me"t'hod.

The modifications of the RAS method allow to apply the RAS to
the part of coefficients only. There are distinguished "important"
coefficients from the lovmptrix,ahd directly determined for the
prediction period t. These "impartant" ones can be chosen using
the different criteria, e.g. the coefficients indicating the sip-
niticant changes aver time [2]. The classical RAS method is ap-
plied to prediction of the rest of coefficients, which needs. the
earlier correction of the vectors Mt, Et and the unit vector (the
vector of sum of coefficients in columns) - to keep the consisten-
cy condition (3). The chosen "important" coefficients determine
the trends and zeros matrix, T = [tij]' nxn. The npumber of the
non-zero elements is equal to the number of chosen coefficients.
The classical RAS method is applled to the matrix Nlj = ,A?J:

O o 1
TR B AL (14)
0, 'tij /0 2

Finally, the prediction of the matrix it = [ﬁ.:j] is obtained:

A .
iu‘f"u**u» O, Rk F e (15)

This method is called the -2 anmd s RAS LA At avd,

The classical RAS method can be also applied as the method which
satisfies the consistency condition of the predicted matrix A,
obtained by the other methods, like the index or the probability
methods.

The index method assumes that the vector of the
total exports E and the vector of the total imports M are known
in the base and t periods. The predicted elements of the matrix A
in the period t are obtained: ;
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~modified through the changes of the coefficients of the objective

function with the introduction of rlj elements. (i, 3 =1, ..., n)
reflecting the stability of trade flows. The new objective func-
tion has the form;

%%(x;j $X{Orggemin, 4, 351, .00 .‘(2“)

with the same set of constraints. i
These iy have been constructed in the following way:

x0 i
iy s—’alL.‘ TN T I (2%)
%3 :

where

x;; - trade flow from country i to countrf J in the previous
period preceding the base period.

3.3. Methods for the Estimation
of Import Coefficients

The next group of methods of the imports coefficients determi-
- hation are the methods based on the direct estimation of these
coefficients or the trade flows. T.a p 1 i n [11] assumes that ALy
is determined by the relation of export and import prices and the
elastlcit§ of country i share in the imports of country j is con-
‘'stant and the same for all countries exporting to country j:

iy : (26)
Ayg = Ayy(PE;/PU) N e T TR 6

where: ;
Aij - constant term,
PEl - export price of country i,

i o
e el
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The matrices have been projected with the application of the
following methods: :
- classical RAS,
index method (version A),
index method (version B),
probability method,
linear programming method,
modified algorithm of the linear programming.
. The accuracy of the predictions has been measured by the com-
putotion of the prediction errors slj for all coefficients: i

t at | . \
A - : -
l——il-—l‘l-l, A T (34)

ij = :
: Aty

and the mean prediction error S for the matrix

S T8y, ;
" e SR TR SRR R e A (35)

ne

The mean prediction errors of ;he four commedity groups and
the tested methods are presented in Table 2.

The comparison of the applied methods indicates that the
obtained results, from the point of view of the accuracy of predic-
tion, measured by the mean prediction error, does not differ much .
In group I - fuels, raw materials and materials - the mean predic-
tion error (except the linear programming method) is about 10%, in
group II - machinery and equipment - about 6%, in group 111 - con-
sumer goods of the industrial origin - about 7%, and in group IV -
food and raw materials for food production - about 9%. The least
mean prediction error in group II is caused by the fact that in
the years 1976-1977 the 1npoft'coefticients in this group were
more stable than in other groups, e.g. in group I the annual chang-
es of the coefficients were equal 100%.
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The results obtained for group II (machinery and equipment),
as the broup of relatively stable coefficients, are the same for
all of the tested methods.

In group III - (conshmar-goods of the industrial origin),
relatively the best fitted projections have been obtained by the
index method, version B.

The results of computations, presenting the mean prediction
errors for the methods of projection of the matrix coefficients
of the intra CMEA trade allow to apply the foreign trade flows
nodel to determine the exports ot the countries in the aggragatlon
for the four commodity groups, substituting the stochastic equa-
tions in this model . The introduction of the foreign trade flows
model allows to observe “and analyze the multilateral connections
in the CMEA region, which can be important for the process of
construction of the forecasting and simulation scenarios.
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