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Abstract

This paper briefly presents a web-application for the presentation of bilingual
aligned corpora focusing on Bulgarian as one the two paired languages. The focus
is given to the description of the software tools and user interface. The software
is developed in IMI-BAS and will be hosted on a server there. Some examples of
the usage of the web-application for the presentation of a Bulgarian-Polish aligned
corpus are included.
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1. Introduction

The software tool Web-application for the presentation of bilingual aligned corpora
with Bulgarian focuses on pairs of languages with Bulgarian being one of the two.
The texts in the ongoing version of the corpora are automatically aligned at the
sentence level. The whole corpus is oriented towards emphasizing the applicability
of the digital bilingual data for computerized natural language processing, but also
as a source of human readable information.

2. Format of the Texts

The bilingual aligned corpora using Bulgarian as one of the paired languages, pre-
pared at the Mathematical Linguistics Department of the IMI-BAS under the super-
vision of L. Dimitrova, will serve as input files for the software tool Web-application
for the presentation of bilingual aligned corpora with Bulgarian.

2.1. Alignment of a Corpus
For a parallel corpus to be useful, it must be treated with a special program for
"alignment". An aligned corpus is a parallel corpus containing relations between



184 Ludmila Dimitrova & Ralitsa Dutsova

corresponding chunks of text of multiple languages (Dimitrova, Garabik, 2011),
(Kelih, 2009), (Moore, 2002), (Rosen, 2005), (Varga et al., 2005). The alignment is
a process of relating pairs of words, phrases, sentences or paragraphs in the texts
in different languages which are translation equivalent. Commonly, parallel cor-
pora are aligned at the sentence level, because the alignment aims to produce a
set of corresponding sentences (original and its translation(s)). (One of the most
well-known examples of parallel text alignment is inscribed on the famous Rosetta
stone.) The result of the alignment of two parallel texts is a merged document,
usually called bi-text, composed of both source- and target-language versions of a
given text that retains the original sentence order. The alignment tools are software
tools that generate bi-texts: they align automatically the original and translated
versions of the same text. The tools generally match these two texts sentence
by sentence. Our decision here is in favour of pair-wise alignments, rather than
of a table-like alignment (applicable to the paragraph-level alignment of texts).In
addition, "alignment" is a form of annotation carried over parallel corpora to facil-
itate the construction and evaluation of translation models stored in memory and
used in support of computer-assisted translation.Although many parallel corpora
are manually "aligned", automatic "alignment" forms the core of parallel corpora
processing and tool development for "alignment" with a high degree of accuracy.

We used language-independent freely-available software tools to align bilingual
corpora in which Bulgarian was one of the two languages: the MT2007 Memory
Translation computer aided tool (TextAlign), and the Bitext Aligner/Converter
(Bitext2tmx aligner). TextAlign is a software package that segments and aligns
corresponding translated sentences, contained in two rich text format files. Bi-
text2tmx aligner is a Java application. It works on any Java supported operating
system (e.g. Windows, Linux, Mac OS X, Solaris), and is released under the GNU
General Public License. Bitext2tmx aligner is a software tool that segments and
aligns corresponding translated sentences, contained in two plain text files. These
software packages have applications in computer-assisted translation. Both tools
align bilingual texts without bilingual dictionaries, but human editing is obligatory.
The resulting aligned texts are similar.

The following example presents an excerpt from the aligned at the sentence level
(1561 bilingual links in total) Bulgarian and Polish texts of The Little Prince,
French writer Antoine de Saint-Exupéry’s most famous novella (using TextAlign):

<tu tuid="0000000022" >
<tuv lang="Bulgarian" >
<seg>Taka 4e TpsOBaIe ga u30epa APYTr 3aHAAT U Ce HAYIUX J1a yIPaB-
JISIBAM CaMOJIeTH. < /seg >
</Jtuv>
<tuv lang="Polish" >
<seg>Musiatem wybra¢ sobie inny zawod: zostalem pilotem.< /seg>
< /Jtuv>
</tu>
<tu tuid="0000000023" >
<tuv lang="Bulgarian" >
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<seg>Jlerst1 ¢bM IO MAJIKO HABCSKbJE MO cBera. V HamcTwHa, reorpa-
dbusita MHOrO MM 1IOMOrHA. < /Seg>
</tuv>
<tuv lang="Polish" >
<seg>Latalem po calym Swiecie i musze przyznaé, ze znajomosé¢ geografii
bardzo mi si¢ przydata.< /seg>
</tuv>
</tu>
<tu tuid="0000000024" >
<tuv lang="Bulgarian" >
<seg>OT npbB noren Moxex na pazinda Kuarait or Apusona.< /seg>
</tuv>
<tuv lang="Polish" >
<seg>Potrafitem jednym rzutem oka odr6zni¢ Chiny od Arizony.< /seg>
</tuv>
</tu>

The next table shows an excerpt of the aligned at the sentence level (6699
bilingual links in total) Bulgarian-English Orwell’s 1984 texts, so-called Orwell
corpus (Dimitrova et al., 2005), (using Vanilla Aligner):

<Obg.1.1.10.1> YUHCTBH psi3KO ce 00bpHA.
<Oen.1.1.11.1> Winston turned round abruptly.

<Obg.1.1.10.2>Bemte HajsHa/ MackaTa Ha CIIOKOEH OINTHMHU3bM, KOSITO Oe Ipe-
IOPBUNTETHA 34 IIPEJT TeJIEKPaHa.

<Oen.1.1.11.2>He had set his features into the expression of quiet optimism which
it was advisable to wear when facing the telescreen.

<Obg.1.1.10.3>IIpekocu crasita u Bje3e B KyXHEHCKHUs OOKC.
<QOen.1.1.11.3>>He crossed the room into the tiny kitchen.

2.2. Annotation

Corpus annotation is the process of adding linguistic or structural information
to a text corpus. The annotations make the corpora more useful for linguistic
research. One common type of annotation is the addition of labels or tags that
indicate the word class for the words in the text. This is the so-called part-of-
speech tagging (POS tagging): information about each word’s part of speech (verb,
noun, adjective, adverb, etc.) in the form of labels — tags — is added to the words
of the corpus. Another example of linguistic annotation is indicating the lemma —
the base form of each word (Dimitrova, Koseska-Toszewa, Derzhanski, & Roszko,
2009). Apart from linguistic annotations, there are other types of annotation, for
example, structural annotations, which correspond to different structural levels of
a corpus or text. Written texts contain a number of different structural forms or
divisions. Novels have a complex hierarchy and are divided into parts and chapters,
newspapers are divided into sections, reference works — into articles, etc. The most



186 Ludmila Dimitrova & Ralitsa Dutsova

common division in this hierarchy is the paragraph. The structural annotation
allows the texts in the two languages (Bulgarian and Lang2) to be aligned at the
corresponding level in order to produce aligned bilingual corpora.

Some texts in the ongoing version of the Bulgarian-Lang2 corpora (Bulgarian-
English, Bulgarian-Lithuanian, Bulgarian-Polish, Bulgarian-Russian, Bulgarian-
Slovak) are annotated at the paragraph level, others are aligned and therefore
annotated at the segment level (usually the sentence level). The standard markers
<p> and </p> for a paragraph’s boundaries, <seg> and < /seg> for a segment’s
boundaries, are employed. The <p> level alignment allows the drawing of a broader
context in the languages. In other words, there is the opportunity — thanks to
the broader context — to more precisely study the meanings of word-forms in each
language.

3. Design Decisions and Web Interface

3.1. Web-application

The technologies used for the implementation of the Web-application for the presen-
tation of the bilingual aligned corpora are Apache, MySQL, PHP and JavaScript.
We use free technologies originally designed for developing dynamic web pages with
many functionalities. The software tool offers a user-friendly interface for adding
to, editing, deleting from and searching the database. The following web-based
application is experimental, and the structure of the text fields is not permanently
determined yet. Changes are possible during the implementation process.

3.2. Query interface
The Web-application for the presentation of bilingual aligned corpora consists of two
parts — an administrative and an end-user part.The administrative part has a very
simple interface and offers the possibility for the user to add to, edit, delete from
and search the database of the corpus. After the administrator has logged in to
the system, he/she is redirected to a page where a sentence or a word contained in
the sentence can be searched by identification. After a search has been performed,
the user has the ability to edit the database if corrections are needed or delete the
listed records.

The application provides a simple web form where the user can insert a new
pair of aligned texts:

<tu tuid="0000000023">
<tuv lang="Bulgarian" >
<Seg>H€TH.H CBbM IIO MaJIKO HaBCAKDBIE IIO CBETA. n HanCTHHa, reorpa-
dbusgra MHOrO MU TIOMOrHA. < /Seg>
</tuv>
<tuv lang="Polish" >
<seg>Latalem po calym $wiecie i musze przyznaé, ze znajomosé geografii
bardzo mi sie przydalta.< /seg>
< /tuv>
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BMe cre noruar rato: adminl Hoe notpeburen ‘ natpueane na notpeburen | Maxon

HAobaBsHe Ha 3anvcK

= 0000000023

NeTAn CbM NO ManNko HABCAKLAE N0 CeeTa. W HaWETHHA, rearpahraTa MHOMO MU NOMOMHA

Bl TekcT

Latatem po catym swiesie | musze przyznat, 28 znaiomass genarafil bardza mi sig breydata|

nn rekcr

Figure 1. Insertion of a new pair of aligned texts.

The web-based end-user interface is bilingual. Only a search-by-word capability
is provided to the end user. The user can choose the input language (Bulgarian or
Lang2 — Polish, in this case). A virtual keyboard is implemented to help the end
user insert search criteria more easily in case he/she does not have the Bulgarian
or Lang2 alphabet installed on the computer used.

The search is performed according to the primary language selected by the user.
All pairs of aligned text where the searched word has been found are listed in a
table. In order to show the word in a better context, together with the target pair
we display the previous and next pair as well. If the search results exceed more
than 15 records, paging is provided.

3.3. Relational Database, Supporting Web-application

The base of the Web-application is the relational database (RDB) of the Bulgarian-
Lang2 (Polish in this case) corpora. The relational model is supported by tables
containing core information of the corpora entries and the links established between
them.

The usage of RDB for storage of the corpora entries has several advantages:
maintenance of the integrity of data, ensuring data security and independence,
quick and efficient search and data retrieval, upload and updates. We paid special
attention to building the database that supports the web presentation of bilingual
corpora in order to address the following computational complexities.

Searching a large text can be a costly operation, one that takes up a long time
to run. The database structure was therefore designed in a way to provide easy
and fast search capabilities for the end-users of the bilingual web corpora.

When a user inserts a new record in the database through the administrative
module, a backend text parser program takes the input text and simplifies it to its
separate constituent words. The different words are then saved in different fields
in an index table of the database, and for each word a link is kept to another table
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where the full text of the aligned pair is saved. This parsing is done for both texts
— the one in Lang?2 as well as the Bulgarian text.

In this way, we achieve a good search performance and only a small delay
while inserting new records in the database. The delay is not so sensible and the
administrator will not pay a big attention to it, because he has the possibility to
add the new aligned pairs only one by one.

Description of the Tables of the Database corpus_db — the Base of the
Web bilingual corpora presentation on the example of the Bulgarian-
Polish aligned corpus:

sentence bg pl — contains the information about the aligned Bulgarian-Polish
(i.g. Lang2) pair.

word__bg — after the Bulgarian text has been parsed, each Bulgarian word from
the aligned pair is saved in this field of database.

word _ pl— after the Polish text has been parsed each Polish word from the aligned
pair is saved in this field of database.

word__sentences bg — for each record in the table word bg, a link is kept to
the table sentence bg pl. The combination id _word bg, id sentence bg plis
unique.

word_sentences pl — for each record in the table word pl, a link is kept to
the table sentence bg pl. The combination id word pl, id sentence bg pl is
unique.

1| word hg 1| world_pl |
—ﬁd_wurd_bgwnt(l 1) —id_word pl |int(11)
|wurd_bg ”varchar(255) word pl warchar(255)
| word_sentences bg | N | word sentences pl |
N id_word bg it 11} =—d_word pl int{11}
id_sentence bg pl|int(11) id_sentence bg pl|int(11)
N N
1 sentence bz pl 1
id_sentence_bg pl irtil 1)
sentenceId ird(1 1)
sentence by warchan2 557
sentence _pl warchat(d 530

Figure 2. Structure of the Relational Database.
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3.4. Concordances

The digital corpora are the main base of knowledge in corpus linguistics, and the
aligned corpora are the best resource for the development of different kinds of digital
dictionaries and other special type of lists, namely concordances. A concordance is
a list of occurrences of a given (specified) word or phrase used in given large text,
a book or a corpus, together with their immediate context.

The text retrieval and concordancing programs as a computer enhanced tools,
provide the linguists an opportunity of studying vast amounts of text in a short time.
The basic investigation procedure for querying text corpora consists in producing
multiple concordance lines, for a specified string of characters — a word, a lemma
or a phrase. The citations thus obtained can be sorted to reveal recurring clusters
of words (Dimitrova, Garabik, 2011). The analysis of these recurring patterns
highlights the behavior of actual language in context. That is why, the concordances
have many applications in contrastive studies: they are used for comparison of
different uses of the same word (in a different context) and for creating indexes
and lists of words; in a keyword analysis and analysis of the frequency of words;
to locate and analyze phrases and idioms in a given text; to find the translation of
the essential elements of text, such as terms (in multilingual texts).

The Figure 3 shows a concordance with the Bulgarian noun ,cBera” /world/

(from A. de Saint-Exupéry’s The Little Prince):

ceeta QRSS-REN B KOprnyca Ha |GLarapcku e3ue T

0 I I

0 = S 9

7 pesynrara
ID HEF TeKCT nn rexcr

000023

HAHCTHMHA, reorpathMATa HHOMO MK NOMOrHAa. OT NPLE NOMEA
HOXex 83 paznvua KMTad ot Apu3oHa.

Taka ue TpaBeawe Aa wiGepa APYr 3aHAAT M CB HAYUHX Aa
¥
"

000043

MpAENABaH caMoneTh. JIETAN CbH NO HANKO HABCAKLAE MO CEETA.

Musiatem wybraé sobie inny zawdd: zostatlem pilotem.
Latatem po calym Swiecie i musze przyznad, ze znajomosé
geografii bardzo mi sie przydala. Potrafitem jednym rzutem
|loka odréznié Chiny od Arizony.

MupeaTa BEYED 3aCMaxX BLPXY MNACLKA, HA XMAAAH HHAH OT
BCAKAKBO HACENEHOD MACTO. BAX OTKLCHAT OT cBETa NOBEYE OT
xopalioKpyweHel, BbPXY can cpeA 0Keada. CMIypHO ok
NpejCTaBATE MOATA H3HEHAAA, KOraTo CYTPUHTA Me cehygn
CTpaHHO rnacye.

000339

Pierwszego wieczoru zasnatem na piasku, o tysiac mil od
lterenow zamieszkalych. Bylem bardziej nsamotniony, niz
rozbitek na tratwie posrodku oceanu. Totez prosze sohie
wyobrazié moje zdziwienie, gdy o Swicie obudzit mnie czyjs

gtosik.

He £ No-cepro3Ho W M0-BaXHO OT CHETEMTE Ha eanH geBien
UEpEBEH rOCNOAMH? M 3aK0 a3 NO3HABaM BAHO-B/JMHCTBEHO LBETe
HAa CBETA, KOBTO HE ChUWECTEYBEA HHKBAE OCBEH HA MOATA
NNaHeTa, a eAHAa Manka 0BLLA MOXE HAKODA CYTPHH Aa ro
YHHILOXH C EHO ABHXEHHE EA Taka, Bez aa ck paBa cHeTka
KaKeD NPaBH, TOBA He e eaxHol Tof Ce W3Yepsw, nocne
npogbnxn:

Czy to nie jest wazniejsze niz rachunki grubego,
czerwonego pana? Jezeli ja znam jedyny kwiat, ktdry
nigdzie poza moja planeta nie istnieje, i jezeli maly
baranek moze go ktdregos ranka zniszczy¢ za jednym
zamachem, nie zdajac sobie sprawy z tego, co czyni, czyz
nie ma to 2adnego znaczenia? Poczerwieniat. Po chwili
mowil dalej;

001070

001071

Ho aKko Me ONMTOMHLL, HHE Le M3MNTBaMe HEﬂﬁxDﬂHHUET eAnH
0T ApYr.3a MeH TH we OGbAew eAHHCTBEH Ha cBeTa. 3a Ted az
e bLaa egHHCTEEHA Ha cBETA.

[3a MeH TH we 6LAeW eAMHCTBEH Ha cBeTa. 3a Teb a3 we Guaa
EeAWMHCTEEHA Ha cBeTa. - 3JanoueamM Aga paaﬁupan - K333 MankKuAaT
npHHY.

Lecz jezeli mnie oswoisz, bedziemy sie nawzajem
potrzebowaé. Bedziesz dla mnie jedyny na Swiecie. I ja
|bede dia ciebie jedyny na Swiecie.

Bedziesz dla mnie jedyny na Swiecie. 1 ja bede dla ciebie
iedyny na sSwiecie. - Zaczynam rozumiec -- powiedzial Maly
Ksiaze.

001146

- Meuensa - 0TrOBOPH NUCHLATA - 2apaAM LUBETA HA XUTOTO. M
lnobaem: - Man Aa BMAMW OTHOEO posuTe. Lle pazbepew, ue
TBOATA € EAMHCTBEHA Ha ceeTa. Mocne ce BLpHH Aa ce
cOOryBaMe M WE TH NOAapA eaHa TadHa.

- Zyskatem cos ze wzgledu na kolor zboza —- powiedziat lis,
a poZniej dorzucit: — IdZ jeszcze raz zobaczye rdze.
Zrozumiesz wtedy, 2e twoja roza jest jedyna na sSwiecie.
Gdy przyjdziesz pozegnac sig ze mna, zrobieg ci prezent z
pewnej tajemnicy.

001153

Eewe cano nMcMua, nogofHa Ha CTO XWNAgK Apyry. Ho s
HanpaBrX MOA NPHATENKA W CEra € eAHHCTBEHA Ha ceeTa. M
PO3HTE MHOIO CEB CHYTHXA.

Byt zwykiym lisem, podobnym do stu tysiecy innych lisow.
Lecz zrobitem go swoim przyjacielem i teraz jest dla mnie

ledyny na swiecie. Rize bardzo sie zawstydzily.

Figure 3. Concordances with the Bulgarian noun ,,cBera” /world/ in the corpus.
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The Figure 4 shows a concordance with the Polish verb przyznaé /admit/ (from
A. de Saint-Exupéry’s The Little Prince):

przyznat QRTEERER & copnyca Ha | noncid e3me e

[=[6 (= [r[afepel=nlalclnfnlnloln
I 2 e v S S R

2 pezynrarta: przyznac
|ID \sr TeKcT |I'IJ1 TEKCT
Taka ue TpAGBawWe Aa W3Oepa APYr 3GHAAT M C8 HAYUMX Aa Musiatem wybrac sobie inny zawad: zostatem pilotem. Latatem po
Do0023 ynpagaagar camonery. JIETAA CbM N0 Masko HaBCcAKbAR noceeta. (calym swiecie i musze przyznac, e znajomosc geografii bardzo mi
1 HaMCTWHA, reorpadMATa MHOMO MK NOMOTHA. OT NPLE NOEA sie przydala. Potrafitem jednym rzutem oka odroznic Chiny od
MOMex Aa paindua Kurald o1 Apuzona. Arizony.
HAMa MACTO 3a ABama... TOBA, KOETO MAaRKMAT NPUHL He ce MNie ma miejsca dla dwdch... Maty Ksiaze nie chciat sie przyznac , 7e
pelIaBale Aa cv npy3Hae, fie, ye cbanAea 3a Tasu itym, co najbardziej pociagato go w tej blogostawionej planecie,
00000815 |GnarocnoBeHa NJ1IAHETa HA-BEYE 3apajW XWIAAa YeTMPHUCTOTHH 1 |bylo przede wszystkim tysiac czterysta czterdziesci zachodow
YETUPWMIACETTE CABHYEBK 331343 Ha IBHOHOWMe. LllecTata stofica w ciagu dwudziestu czterech godzin. Szdsta planeta byfa
nnavera Gewe gecer nbTM no-roasma. dziesiet razy wieksza.

Figure 4. Concordances with the Polish verb przyznaé /admit/ in the corpus.

4. Applications of Web-presented Bilingual Corpora

The aligned parallel corpora are useful for many NLP applications: in systems
for machine-aided human translation, in systems for machine translation for the
training of software tools, for training of translators. They are prerequisite for con-
trastive studies or other linguistics research, and can also be used for retrieval of
linguistic information, for producing concordances, for developing bi- and multilin-
gual lexical databases and different kinds of digital dictionaries, etc. ((Dimitrova,
Koseska, 2009), (Dimitrova et al., 2010), (Garabik, Dimitrova, Koseska, 2011)).

4.1. Training of Translators (Humans or Programming Tools)

The main application area of the corpora is the translation. The parallel and
aligned corpora are successfully used as a translation database and language ma-
terials for the training of translators, humans or programming tools for machine
translation, as well as in education — for language learning in schools and univer-
sities. Instructors, students and professional translators can use bilingual corpora
as a complementary resource in educational process.

Bilingual corpora can also be used for training of software packages for auto-
matic disambiguation of morphosyntactic annotation.

The advantage of processing a text corpus is to obtain context specific informa-
tion about syntactic structures and usage of words in a given language. In the case
of parallel corpora, one can obtain context-specific correlations between these lan-
guages, which are usually much less ambiguous than general collections. Resulting
data from these corpus analysis processes can be used to develop context-specific
tools for translation and to standardize the usage of structures and word sets for
future multilingual document production.

This approach is more correct as there is no "word"-to-"word" comparison, but a
comparison of word-forms in a broader context, which allows a better identification
of the word’s meaning.
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4.2. Development of Multilingual Lexical Databases and Digital Dictio-
naries
The parallel and aligned corpora are the best resource for the development of bi-
and multilingual lexical databases and different kinds of digital dictionaries.
Multilingual parallel corpora represent a good base of data for bilingual dic-
tionaries creation. There are many research projects for automatic extraction of
bilingual lexical knowledge from parallel corpora in the field of information retrieval
from large scale text corpora. Thus parallel corpora are successfully used for auto-
matic lexicon extraction. There one could find and extract many examples of the
usage of the words from the corpus in a wide context.

4.3. Applications in Contrastive Studies

Every language in the bilingual corpus — Bulgarian, English, Lithuanian, Pol-
ish, and Russian — exhibit some specific features, occurring repeatedly in several
categories. At first, different orthography traditions — the corpora are dataset
of written languages and the orthography forms an inseparable part of language
analysis. A significant feature is the analytic character of Bulgarian and English.
In the process of evolution of Bulgarian from a synthetic, inflectional language,
to an analytic, flectional language, case forms were replaced with combinations of
different prepositions with a common case form. Bulgarian has lost most of the
traditional Slavic case system, exhibits several linguistic innovations in comparison
to the other Slavic languages (a rich system of verbal forms, a definite article),
and has a grammatical structure closer to English or the Neo-Latin languages than
other Slavic languages. One of the most important grammatical characteristics of
the Bulgarian language which sets it apart from the rest of the Slavic languages is
the existence of a definite article. Bulgarian possesses high number of verbal forms
and a strongly developed category of verbal aspect ((Dimitrova, Koseska, 2012),
(Dimitrova, Koseska, Roszko, D., & Roszko, R., 2009a, 2009b, 2010, 2011)).

The web-presented bilingual aligned corpora are oriented both to human and
machine users and are available for a wide area of applications: corpora and fre-
quency lists derived from them are useful for language teaching. Recently, the
aligned corpora serve as a basis for development of new applications in multilingual
digital libraries.

Conclusion

There are many projects for automatic extraction of bilingual lexical knowledge
from parallel corpora in the field of information retrieval from large scale text
corpora. Aligned corpora are the most effective means for the creation of bi- and
multilingual dictionaries and contrastive grammars. One has to remember that
parallel corpora comprise direct material for the evaluation of translations and
their analysis will bring out the improvement of the quality of both traditional,
human translation, and machine translation. Besides, texts extracted from parallel
or aligned corpora prove the necessity of evaluating translations: it is common that
in translation words get omitted or word meanings get changed. That is why online
free-use aligned texts are a useful education resource.
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Future development and implementation. In a future implementation of the
web application, texts in the bilingual corpora will be lemmatized or/and POS
tagged. The bilingual aligned corpora with Bulgarian will be freely available for
research and education on the web with an appropriate tri- or bilingual interface in
Bulgarian, Lang2, and English (when Lang2 is not English). The Bulgarian-Polish
aligned corpus will be soon represented via Internet by the Web-application for
presentation of bilingual corpora with Bulgarian with a wide spectrum of features
for practical applications.
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