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Abstract

Research background:The issues of finance-growth nexus and financistaibility have
attracted considerable attention, but have beetestun isolation. This paper aims at filling
this gap by providing insights into the implicatioonf financial instability for long term
productivity growth.

Purpose of the article: This paper sheds light on the relationship betwaedit-to-GDP
ratio volatility and the total factor productivitf FP) growth rate. The impact of systemic
banking crises and financial depth on productigitywth is also studied.

Methods: The System GMM estimation of panel data for oved &6untries and spanning
the period of 1970-2009 is used. The decomposgiforredit-to-GDP ratio into trend and
cyclical component is performed using the Hodrickgeott filter and a regression analysis
with country-specific intercepts and slopes. Theada TFP comes from the Penn World
Tables database.

Findings & Value added: TFP growth is negatively affected by credit volgtjlmainly in
less technologically advanced countries, whilerftial depth exerts a negative influence on
TFP growth in economies with superior technologyst&mic banking crises and the con-
comitant credit crunches have a negative impacproductivity growth, regardless of the
level of technological development. Moreover, tieel of human capital, patents and glob-
alization fuel productivity growth. Macroeconominstability, measured by the rate of
inflation, hampers TFP growth.
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Introduction

Financial sector depth has been recognized as @oriamt precondition for
economic growth. In the most general terms, theeltgwment of financial
markets is a critical part of the growth procesamenvironment where
acquiring information and making transactions istigo The primary func-
tion of financial intermediaries to ameliorate gw®blems created by in-
formational and transactions frictions was brokewml by Levine (1997)
into five functions. Financial development can effeconomic growth
through channels of capital accumulation and teldgical innovation

because financial institutions:

— ease the trading, hedging, and pooling of risk

— allocate resources

— monitor borrowers

— mobilize savings

— promote specialization (through facilitating thecleange of goods).

Although the view that there is a positive caudtdat of financial de-
velopment on growth is widely held, the conclustbat more financial
depth is always better should be stated hesitaftg. instability of finan-
cial sector in general and the episodes of findmriges in particular teach
us that a financial system malfunction can leaddndous disturbances in
the real sector and create large output losses.

The issues of finance-growth nexus and financiatalbility have at-
tracted considerable attention, but have beenexdudiisolation. The main
objective of this paper is to fill this gap by pidwg insights into the im-
plications of financial instability for long ternrgwth performance. More
precisely, | attempt to shed light on the relatiopsetween credit-to-GDP
ratio volatility and the total factor productiviff FP) growth rate.

The main conjecture of this paper is that the Wlalabf credit supply
exerts a negative influence on productivity growtttause it undermines
investment in technology improvements. First, invent in technology
creation or adoption is risky and bears fruitshie tong term. It heavily
depends on firm-specific human capital and sustbswentific and engi-
neering efforts. R&D activity cannot be easily sesghed and resumed later
because hiring and firing costs of the involvedspanel are high. The high
adjustment costs of R&D investment call for a syeféolv of financing.

Secondly, credit volatility can discourage investinén knowledge-
intensive assets because they have little potanotisérve as collateral. The
episodes of relatively wide access to credit whltbrnate with periods of
tight liquidity constraints are favourable to thecamulation of tangible
capital. To increase the probability of gettingank loan when credit be-
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comes more accessible, firms may tend to prefegsiment in physical
capital over R&D investment in intangible knowled¢tence, credit vola-
tility not only obstructs R&D expenditures smoothithereby raising ad-
justment costs, but also is a drag on knowledgenBive investments
which are replaced by accumulation of collateréidle assets.

Countries may differ with respect to the strengthth® channels de-
scribed above through which credit volatility imggaproductivity growth.
Firms in emerging and developing countries rely enon bank credit as
funding instrument for R&D, while advanced econosrive traditionally
used private equity and venture capital to finaimsevative companies
(EBRD, 2014, ch. 4). This implies that credit vaigtis much more det-
rimental to R&D spending and productivity growthtive group of emerg-
ing and developing countries suffering from relatiechnological back-
wardness and low productivity levels. Firms in ath&d economies are
more resistant to credit volatility, because thay substitute equity financ-
ing for bank loans to undertake productivity-enhagdénvestment projects.

The reasoning outlined above leads to the hypathmsgiforward in this
paper, which states that credit volatility underesinnnovative activities
and reduces the rate of growth of TFP. Moreoveresume that the ham-
pering effect of intermittent access to credit renpronounced in develop-
ing and emerging countries where R&D expenditurespaimarily debt-
financed. The aim of this paper is to test thisdilpsis using data on 101
countries in the period 1970-2009. Technologicabgpmss is path-
dependent and, therefore, the rate of growth of iEHkely to depend on
its own lagged value. To study the dynamics of tetbgical change and to
address the issue of likely endogeneity of regmssdbe System General-
ized Method of Moments (GMM) for panel data is eoyeld.

The remainder of the paper is structured as folloMe next two sec-
tions review literature on the credit-growth nexamsl credit volatility, re-
spectively. They are followed by a section on mdthased in the regres-
sion analysis. The results of empirical researehpaesented in the follow-
ing section.

Credit and growth
The literature on the relationship between finand&velopment and eco-
nomic growth is vast. This paper focuses on the oblcredit in the econo-

my, while the importance of capital market develepinfor growth is be-
yond its scope. The development of credit marketssually equated with
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their depth, measured by domestic credit to theafeisector in percent of
GDP.

In empirical research, particular attention hasnbeaid to the issue of
reverse causality, which can plague growth regoasswith financial de-
velopment covariates. To deal with this problemjaRaand Zingales
(1998) computed a measurement of manufacturingseaependence on
external finance which ensures the exogeneity médrtial development
variables in growth regressions.

The studies were conducted at the firm as welleasosal and country
levels, and employed cross-country data, panel-aadatime-series analy-
sis techniques. The evidence produced using vamnmeithodologies does
not allow to draw firm conclusions on the importanof finance for
growth.

As it was mentioned, the research is plentiful he frea of finance-
growth nexus and it was subject to meta-analysigtagtiset al. (2015).
They included 69 published papers and collected Iibiservations of the
estimated coefficients of financial developmengiawth regressions. They
found the bank-based measures of financial devedapr(e.g. credit-to-
GDP ratio) statistically insignificant in all spécations. By contrast, liquid
liabilities and market-based variables (e.g. stoc#trket capitalization)
were found to be positively associated with growth.

The failure to confirm a positive impact of credifirket development
on growth could be due to the non-linearity of teéationship between
these variables. Arcand al. (2012), using country- and industry-level
data, cross-sectional and panel regressions andpseametric estima-
tions, detected a non-monotonic relationship betwasnomic growth and
the size of the financial system. In particulagytishowed that the marginal
effect of financial depth on output growth becomegative when credit to
the private sector reaches 80-100% of GDP.

Other examples of recent empirical research thggest that there
might be limits to the benefits of finance incluB@ja and Valev (2004),
Shen and Lee (2006), and Cecchetti and Kharrodiap Fagerberg and
Srholec (2016) who studied post-crisis growth pankmnce conclude that,
while access to finance may be essential for grawmth development, “too
much finance” may be a drag on growth, becauseait iead to increased
volatility and crowding out of resources from otlsectors of the economy.

To understand why high levels of financial develeptnmay hamper
growth, one can refer to Eastedyal. (2000) who investigated the sources
of output volatility. They found that credit-to-GD&tio above the thresh-
old value of around 100% magnifies output volatilithe latter has a nega-
tive effect on long-term economic growth which velsmonstrated in nu-
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merous papers starting with the seminal contrilbuibRamey and Ramey
(1995).

To deepen the understanding of the finance-growettus Becket al.
(2014) distinguished between the size of the fir@rsystem and interme-
diation activities. Using OLS regressions, ignorisgues of endogeneity
and omitted variables bias, they showed that lendutivities measured by
the credit-to-GDP ratio increase growth. Converstilg size of the finan-
cial system, proxied by the value added generayefihbncial sector, had
no long-run effect on real sector outcomes.

Evidence on the link between financial developmeamd TFP is less
abundant. Beclet al. (2000) used cross-country instrumental variabte es
mator and panel techniques to show that financigrinediaries exert
a large, positive impact on TFP growth, while leaviphysical capital
growth unaffected.

Arizalaet al (2009) estimated the impact of the ratio of pleveredit to
GDP on industry-level TFP in 77 countries obseriredhe 1963-2003
period. They find that TFP growth can acceleratéoup.6 percent per year
in sectors more depend on external finance. ByrasptFisman and Love
(2004) did not confirm that the strength of thevgitepromoting effect of
financial development hinges in the short-run oe tlegree of sectors’
dependence on external finance. The share of re=®atlocated to sectors
more relying on external finance is positively asated with financial
market depth only in the long-run. The authors echjre that those sectors
are more likely to invest in R&D, thereby contrilmgt to TFP growth.

The results of the micro-level studies of the ietatbetween finance
and productivity are mixed. On one hand, Dabla-at al. (2012) using
data from the World Bank survey covering over 18 @iéms in 63 coun-
tries concluded that the evidence that the effectrmvation on productivi-
ty is mediated through financial markets is weak. t®e other hand, Go-
rodnichenko and Schnitzer (2013), also using daten fthe World Bank
survey, have found that domestically owned firmgramsition and devel-
oping countries innovate less intensively than igpré&wned companies.
They attribute this gap in innovation and produttito the more severe
financial constraints faced by domestically ownieachs.

The negative influence of excessive financial deelent was corrobo-
rated by Coricelleet al. (2012) at the firm level. Estimates of the thrédho
regression model for a sample of Central and Badteropean countries
confirmed that TFP growth increases with book lager until the latter
reaches a critical threshold beyond which leverageomes “excessive”
and lowers TFP growth.
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Credit volatility

The financial crisis demonstrated the importancthefinteraction between
the “financial cycle” and real sides of the econothyriggered research on
the booms and busts of credit supply and asse¢pmcich can lead to
serious macroeconomic distress. Drehmetiral. (2012) documented the
marked increase in the length and amplitude ofiti@cial cycle since the
mid-1980s; the financial cycle seems to be muclydorthan the traditional
business cycle. Financial cycle peaks are veryetloassociated with fi-
nancial crises and business cycle recessions ach wheeper when they
coincide with the contraction phase of the finahciale. The importance
of credit market shocks in driving global actividyring the global reces-
sion of 2007-09 was corroborated by Helbligigal. (2011) in the G-7
countries.

Fluctuations of the supply of credit, even if thdgn't give way to fi-
nancial turmoil, have a bearing on the real econdamgtly, instability of
credit supply impinges on R&D and technology adaptexpenditures
smoothing. Transitory shocks to finance may engahificant costs of
firing and hiring of highly trained R&D personnahch disrupt team-work
on long-term innovative projects. Secondly, creslipply volatility may
amplify business cycle. Higher output volatilityturn translates into high-
er degree of uncertainty that induces agents tgppos decisions. This is
particularly true of risky and irreversible invesmn in development of new
or adoption of existing technologies.

According to Hall and Lerner (2010), fifty per cemt more of R&D
spending is the wages and salaries of highly eddcstientists and engi-
neers. This fact makes R&D investment differentfrardinary investment.
Because part of the resource base of the firnf itkehppears when R&D
personnel leaves or is fired, firms tend to smoottieir R&D spending
over time, in order to avoid having to lay off knedge workers. In other
words, R&D investment has high adjustment costdl (élal., 1986; Lach
& Schankerman, 1988).

Pakes and Nitzan (1983) described optimal labotraots designed
specifically to retain R&D workers to reduce appriafion problems.
Bernstein and Nadiri (1989) estimated returns f&DRand physical in-
vestment as well as the marginal adjustment costhése inputs for firms.
They found the latter to be higher than the matgitfustment costs for
physical investment. Brown and Petersen (2011)redfedirect evidence
that U. S. firms relied heavily on cash reservesnmoth R&D spending
during the 1998-2002 boom and bust in stock mandteirns. For Korea,
Shin and Kim (2011) document that firms, in pafacuhe young ones, use
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more cash holdings to smooth R&D investment dudangear market than
a bull market.

Recently, Arvanitis and Woerter (2013) have ingged firm charac-
teristics that are responsible for anti-cyclical R&wvestment behavior of
manufacturing firms in Switzerland. They found tfiamns which benefit
from low opportunity costs through anti-cyclical R&investments are
relatively large. That indirectly points to the iorpance of credit cyclicality
because large firms have wider access to extemahde and have less
financial restrictions in recessions. The evideanethe importance of li-
quidity constraints as the cause of R&D cyclicalityU.S. manufacturing
industries was provided by Ouyang (2011) and imé&hmefirms by Aghion
et al. (2012).

The impact of financial shocks on TFP growth waarexed by Es-
tevao and Severo (2010). Financial shocks, defaseidcreases in the costs
of funds, had a statistically significant and eaoieally meaningful nega-
tive impact on TFP growth in 31 U.S. and Canadiadustries between
1991 and 2007. The authors suggested that finastoiaks distort the allo-
cation of factors of production across firms.

Research methodology

In studying productivity growth, the procedure tleansists in writing re-
gression equation as a dynamic panel data modetsindifferences has
important advantages over simple cross-sectiontloerganel estimation
methods. First, unobserved time-invariant counpgctfic effects are re-
moved. Second, the use of instrumental variabllesvalparameters to be
estimated consistently in models where some ofettanatory variables
are endogenous. One prominent way to take advaofate virtues of the
dynamic panel data model in first differences isapply first-differenced
generalized method of moments (GMM) estimatordddpa this approach
below.

The basic idea behind the ‘system’ GMM estimatdpigstimate a sys-
tem of equations in both first-differences and Isye/here the instruments
used in the levels equations are suitably laggest-differences. Blundell
and Bond (1998) showed that the first-differencddMGestimator might
be subject to a large downward finite-sample bgasticularly when the
number of time periods available is small, whickaisommon feature of
empirical studies that use longer period-averagegmove business cycle
effects from the data. By imposing an additionalafenoment restrictions
which allow the use of lagged first-differencestloé series as instruments
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for equation in levels, Blundell and Bond obtairgelihear GMM estimator
better suited for estimating autoregressive modéth persistent panel
data, which has superior finite sample properties tthe GMM Arellano
and Bond (1991) estimator.

To be more specific, the empirical model estimatethe next section
has the following form:

TFR, =a,+ BOFR,, + Aleredit_volat,_, +y X, +d; +¢,, (1)

wherei andt, is respectively, the country and time index. Tependent
variable, TFP, is the log of total factor productivity taken finothe Penn
World Table 9.0 database of Feengtal. (2015). The explanatory varia-
bles set includes the period-specific effedslagged value of the regres-
sand, a measure of credit volatiligredit_volat the vector of control vari-
ables,x;, and the unobserved country-specific effecks,The last term
denotes the error term. All variables were averagest the 5-year inter-
vals in the 1970-2009 period. | used the laggedevaf a measure of credit
volatility on the premise that access to extermadricing which affects the
level of investment in R&D may have only delayeteef on the outcome,
that is productivity growth.

The moment conditions imposed by the System GMMrieprie require
stationary means of all theeries. This assumption, especially in the case of
TFP, seems to be inconsistent with an empirical ehad productivity
growth but the problem is alleviated by the inabmsibof 5-year intervals
dummies,a;, which allow for a common world rate of long-rgcthnologi-
cal progress.

To detect problems with instrument validity, thenidan test of over-
identifying restrictions was applied, and the csp@nding p-values are
reported. Since finite samples may lack adequdtenmation to estimate
a variance matrix of the moments and a large nurobénstrument may
bias the results, | report the instrument coungllregressions, the lagged
values of all explanatory variables were used asuments. The first and
further lags of variables in levels were used agriments for equation in
differences, and lags of variables in first differes were used as instru-
ments for equation in levels.

The consistency of estimators is conditional onaksumption that the
error terme; is not serially correlated. Then, the first-difaced residuals
should display a negative first-order serial catieh, but not second-order
serial correlation. | report the p-value of the lhneo-Bond test of first- and
second-order serial correlation.
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The variable of interest is the measure of crediatdity, credit_volat
To ensure the robustness of my results, | usedmeinods for decompos-
ing the credit-to-GDP series into the cyclical anehd components. The
first consists in using the Hodrick-Prescott filtBrovided that the duration
of the financial cycle is at least twice as long the business cycle
(Drehmannet al, 2012), the trend should be extracted with threblda
parameter equal to 125 000 for quarterly data (Deginet al 2010). Fol-
lowing the Ravn and Uhlig (2002) rule, the valugltd lambda parameter
for annual data which | use is 488. The standaxdatien of the cyclical
component is used as the first measure of credtitility.

The second way of obtaining the trend and cyclamahponent of the
credit-to-GDP series is based on a regression sisalyregressed the cred-
it-to-GDP ratio on the level of GDP of a countrydathe rate of growth of
per capita GDP. As argued by Djanketval. (2007), the total GDP affects
financial market depth, because credit markets tmggtuire fixed institu-
tional costs to function, which are paid only whie total economy is
large enough. Turning to per capita GDP growth, riatean be conjectured
that faster growing economies could have greaterade for credit. This
simple regression was estimated individually focheaountry in the sam-
ple, thus allowing for country-specific slopes aimtercepts. The latter
control for unmeasured time-invariant charactersstsuch as institutional
environment in which financial intermediaries ogerdrhe fitted value of
the regression is regarded as an alternative meaduhe trend of credit-
to-GDP ratio, while the standard deviation of tkesidual is interpreted as
credit volatility. To improve the precision of measg volatility and trend
components of the credit-to-GDP ratio, both methedse applied to data
spanning years 1960-2009.

Financial crisis is an extreme manifestation otdireolatility because
its inherent feature is a credit crunch. To accdant sudden reduction in
the availability of loans | include among regressar dummy variableri-
sis coded 1 for all systemic bank crises episodes. ddta comes from
Laeven and Valencia (2013), who defined a crisisyasemic if two condi-
tions are met: significant signs of financial diss in the banking system
are observed, and significant banking policy iné@tion measures are
implemented.

The selection of control variables was guided kg ibsults of the em-
pirical studies on the source of cross-countryedéhces in TFP of Sen-
hadji (2000), Isaksson (2007) and Tebaldi (2016)e Bet of covariates
includes the lagged trend value of credit-to-Gbfedit_trend which was
obtained by the methods described above. To medshboe quality, la-
beledhuman | relied on the human capital index from the Pé&warld
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Table 9.0 database which is based on the average geschooling and an
assumed rate of return to education. The variadllectinfl is the rate of
inflation intended to capture overall macroeconostability. To account
for international technology diffusion, | includdéde lagged value of the
updated KOF index of economic globalization of Dxel(2006),global,
which combines measures of trade and FDI flowsalBinthe impact of
R&D investments output is gauged by the first défece of the number of
patents, labelepatents, granted by the U.S. Patent and Trademark Office.

Empirical results

Table 1 reports the results of the basic regresssbtimates with two alter-

native measures of credit volatility. In the ficstlumn, the standard devia-
tion of the cyclical component of the credit-to-GBBries was used as
a measure credit volatility, while the regressiesidual was used in the
second column. For the sake of clarity and reaitiahthe value of estimat-

ed coefficients and standard errors of period duwesrhave been omitted.

It stems from Table 1 that all control variableargmeters have the ex-
pected sign. Human capital, globalization and R&Mpat measured by the
number of patents are beneficial to the produgtigiowth, while macroe-
conomic instability proxied by inflation has a detental effect on it. Cred-
it volatility, regardless of its measure, seemsbt irrelevant for TFP
growth. On the other hand, systemic banking crese&st a negative influ-
ence on productivity. The same is true of the treside of credit. It should
be noted, that thp-value of the Hansen test of overidentifying resions
in column (2) suggests that the choice of instrusennot fully accurate.

The insignificance of credit volatility and the mige sign of the esti-
mated coefficient of the trend value of credit @dleejecting the hypothesis
that credit instability hampers productivity growtlorldwide and that ac-
cess to credit is a precondition for R&D investmant technology im-
provements. | argue, however, that the results sdow Table 1, despite
being based on panel data estimation, mask crassgadifferences stipu-
lated in the second hypothesis.

According to the second hypothesis pursued in pliger, less devel-
oped and technologically advanced countries’ R&Divdies are more
dependent on bank financing, thereby more vulnerabtredit shocks. To
shed light on this issue, | used the level of TélRtive to the US to distin-
guish less and more technologically advanced cmstMore precisely,
less (more) technologically advanced countries higerelative TFP level
below (above) the sample average. Next | constuti® variables for
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each of the credit volatility and trend credit adfies. For instancered-
it_volat_lowhas the value dafredit_volatfor less technologically advanced
countries and zero otherwise. Its high-tech copater labeledcred-
it_volat_highis equal tocredit_volatfor more technologically advanced
countries and zero otherwise. Similarlgredit_trend_highand cred-
it trend_loware equal to trend of credit-to-GDP ratio for mawred less,
respectively, technologically advanced countried zgro otherwise.

It turned out thatredit_volat_highandcredit_trend_lowwere not sta-
tistically significant. This is why Table 2 dispkaghe results of model spec-
ifications without these variables but with credifatility variable for less
technologically advanced countriegddit_volat_low and trend of credit-
to-GDP for countries with superior technologyddit_trend_high

The diagnostic tests results ensure that the ralsidiisplay the first-
order, but not the second-order serial correlateord that the choice of
instruments is accurate. Estimates in Table 2 tethed credit volatility
undermines productivity growth only in less teclogitally advanced
countries. It should be noted that this resuligsificant, but only at the 10
percent level.

Second, the trend level of credit impairs produgtigrowth in techno-
logically advanced countries. This finding is nbbdds with the literature
on the non-linear relation between credit markeptlleand economic
growth. Technologically sophisticated countries asaally more financial-
ly developed. It could be argued that the negatmesequences of “exces-
sive” financial development in terms of volatilignd resource allocation
discussed above are more pronounced in technollygedvanced coun-
tries. In the group of countries with below aversmee! of technology, the
positive effects of financial depth in terms of etidaccess to external fi-
nancing are offset by the negative effects. Fa tbason, the trend value of
credit-to-GDP ratio was statistically insignificaint less technologically
advanced countries.

Conclusions

The System GMM estimation results obtained in gaper, using data for
over 100 countries and spanning period 1970-2008hat the hypothesis
that TFP growth is negatively affected by creditatitity mainly in less

technologically advanced countries. | also show timancial depth meas-
ured by the credit-to-GDP ratio exerts a negatiflriénce on TFP growth
in economies with superior technology. Credit \ibtgtdoes not affect
productivity growth in more technology advanced rdoies and the trend
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value of credit-to-GDP ratio humpers TFP growthe3é results are robust
to the decomposition method applied to obtain §wical and trend com-
ponents of the credit-to-GDP ratio.

Systemic banking crises and the concomitant credihches were
found to have a negative impact on productivitywgtg regardless of the
level of technological development. An abrupt angredictable narrowing
of access to external financing seems to impingeenheavily on R&D
activities than the mere fluctuation of credit ardurend.

Moreover, the regression analysis revealed thalethed of human capi-
tal, number of patents granted and globalizatia fiwroductivity growth.
Macroeconomic instability, measured by the ratefdation, hampers TFP
growth. The overall conclusion is that credit aratcnoeconomic stability is
conducive of productivity growth.

The main message which emerges from the empirsallts presented
in this paper is that access to credit is not tilg oharacteristic of financial
markets which impacts on growth of nations. Thenalamt analyses of the
link between financial development and growth stidué complemented
with studies of the importance of stability of fir@al systems for accumu-
lation of factors of production and technologicabgress. This paper is
a first step in this respect, as it focuses onréhationship between credit
volatility, rather than its availability, and TFPogvth.

The future work in this area would include othgpexds of financial in-
stability, such as credit market disequilibriumesylative bubbles in asset
markets, or exchange rate crises. It would be ialgpesting to investigate
the impact of credit volatility on the accumulatiohfactors of production
in general and physical and human capital in palgic Analyses of the
relationship between credit volatility and produityi growth at the firm
level could be another fruitful path for future easch.

In terms of policy recommendations, the findingsganted in this paper
suggest that the regulatory framework which impasastal requirements
on the banking sector should not be focused exa@lysbn excess aggre-
gate credit growth. Efforts should also be madestiuce the risk that the
supply of credit will be constrained by a countetmal capital buffer re-
gime. This advice is based on the main conclusiothis paper that all
unexpected changes, i.e. both increases and desréasredit supply may
impinge on technological progress.
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Annex

Table 1.Determinants of (the log of) TFP in the 1970-2p@¢iod

o @) @
:)/gtlgmg)é T;ﬁzu re Hodric;!(-Prescott regr_ession
ilter residual
TFP_lagged 0.798*** 0.770***
(0.0513) (0.0507)
[0.000] [0.000]
credit_volat -0.00204 -0.00200
(0.00152) (0.00128)
[0.183] [0.120]
credit_trend -0.000648** -0.000798**
(0.000260) (0.000315)
[0.014] [0.013]
crisis -0.0430** -0.0342**
(0.0189) (0.0171)
[0.025] [0.049]
infl -6.43e-05** -5.95e-05*
(2.70e-05) (3.06€e-05)
[0.019] [0.055]
human 0.0452 0.0328
(0.0376) (0.0300)
[0.232] [0.276]
global 0.00223* 0.00212**
(0.00114) (0.000852)
[0.053] [0.014]
patents 3.32e-06** 4.22e-06**
(1.50e-06) (1.91e-06)
[0.029] [0.029]
Period dummies YES YES
Observations 649 649
Number of countries 101 101
F [p-value] 26.27 [0.0] 28.93[0.0]
Hansen [p-value] 79.88[0.135] 85.62 [0.073]
Number of instruments 86 87
AR2 test p-value 0.151 0.153
AR1 test p-value 0.00579 0.00754

Note: Standard errors in parentheses, p-valuegjuare brackets; *** p<0.01, ** p<0.05, * p<0.1.
Instruments for first differences equation: Staddd&irst differences of period dummies and the eshar
of ores and metals exports in total exports; GMetylagged (one period and more) values of all
(except period dummies) independent variables.runsnts for levels equation: Standard: period
dummies and the share of ores and metals expottdahexports; GMM-type: first differences of all
(except period dummies) independent variables.



Table 2. Determinants of (the log of) TFP: credit volayilin less technologically
advanced countries

i ) (2
VOIa.t'“ty me_astljre Hodrick-Prescott regression
obtained using: ! A

filter residual
TFP_lagged 0.797*+* 0.793*+*
(0.0488) (0.0443)
[0.000] [0.000]
credit_volat_low -0.00447* -0.00378*
(0.00259) (0.00216)
[0.088] [0.082]
credit_trend_high -0.000714*** -0.000785***
(0.000232) (0.000241)
[0.003] [0.002]
crisis -0.0369** -0.0340*
(0.0165) (0.0179)
[0.028] [0.061]
infl -6.32e-05** -5.98e-05**
(2.97e-05) (2.76e-05)
[0.035] [0.033]
human 0.0337 0.0438*
(0.0297) (0.0236)
[0.260] [0.067]
global 0.00226** 0.00219**
(0.000994) (0.000871)
[0.025] [0.013]
patents 3.86e-06** 3.54e-06**
(1.67e-06) (1.45e-06)
[0.023] [0.016]
PERIOD DUMMIES YES YES
Observations 649 649
Number of countries 101 101
F [p-value] 33.37[0.0] 35.18 [0.0]
Hansen [p-value] 78.56 [0.179] 77.89[0.193]
Number of instruments 87 87
AR2 test p-value 0.186 0.178
AR test p-value 0.00317 0.000317

Note: Standard errors in parentheses; *** p<0.01p<0.05, * p<0.1. Instruments for first differersce
equation: Standard: First differences of period chies and the share of ores and metals exportsah to
exports; GMM-type: lagged (one period and moreleslof all (except period dummies) independent
variables. Instruments for levels equation: Statidperiod dummies and the share of ores and metals
exports in total exports; GMM-type: first differees of all (except period dummies) independent
variables.



List of the countries in the sample. A star, “*”, indicates a country which in
the majority of periods was classified as a low-témology country

Argentina*, Armenia*, Australia, Austria, BahraiBarbados, Belgium, Benin*,
Bolivia*, Brazil*, Bulgaria, Burkina Faso*, Camernt, Canada, Chile, China*,
Colombia*, Costa Rica*, Croatia, Cyprus, Czech Ruijgt, Cbte d'lvoire*,
Denmark, Dominican Republic*, Ecuador*, Egypt, Es&d, Fiji*, Finland*,
France, Gabon, Germany, Greece*, Guatemala, HostjuHungary*, Iceland,
India*, Indonesia*, Iran, Ireland, Israel, Italy,ardaica*, Japan, Jordan,
Kazakhstan*, Kenya*, Kuwait, Kyrgyzstan*, Latviatlithuania, Luxembourg,
Malaysia*, Malta*, Mauritania*, Mauritius, MexicoMoldova*, Mongolia*,
Morocco, Namibia, Netherlands, New Zealand, Nicaegg Nigeria, Norway,
Panama, Paraguay*, Peru*, Philippines*, Poland*tiRm@l*, Qatar, Republic of
Korea*, Romania*, Russian Federation*, Saudi Arabienegal*, Serbia*,
Singapore, Slovakia*, Slovenia, South Africa, Spai@ri Lanka*, Sudan,
Swaziland, Sweden, Switzerland, Tanzania*, Thaitantrinidad and Tobago,
Tunisia, Turkey, Ukraine*, United Kingdom, Uniteda&s, Uruguay*, Venezuela,
Zimbabwe.





