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Abstract

Research background: The problem of bankruptcy prediction models hasnbeeurrent
issue for decades, especially in the era of stmigpetition in markets and a constantly
growing number of crises. If a company wants tospes and compete successfully in
a market environment, it should carry out a regfif@ncial analysis of its activities, evalu-
ate successes and failures, and use the resutiake strategic decisions about the future
development of the business.

Purpose of the article: The main aim of the paper is to develop a modekteal the un-
healthy development of the enterprises in V4 ceestrwhich is done by the multiple dis-
criminant analysis.
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Methods: To conduct the research, we use the Amadeus datglrasiding necessary
financial and statistical data of almost 450,00 irises, covering the year 2015 and 2016,
operating in the countries of the Visegrad grougalRing the multiple discriminant analy-
sis, the most significant predictor and the bestritninants of the corporate prosperity are
identified, as well as the prediction models fottbmdividual V4 countries and complex
Visegrad model.

Findings & Value added: The results of the research reveal that the piedichodels use
the combination of same financial ratios to predi@ future financial development of
a company. However, the most significant predictyes current assets to current liabilities
ratio, net income to total assets ratio, ratio afi4current liabilities and current liabilities to
total assets, cash and cash equivalents to tatatsagatio and return of equity. All devel-
oped models have more than 80% classification tgbilvhich indicates that models are
formed in accordance with the economic and findrgitaation of the V4 countries. The
research results are important for companies theesebut also for their business partners,
suppliers and creditors to eliminate financial aiber corporate risks related to the un-
healthy or unfavorable financial situation of trempany.

I ntroduction

The development of a corporate financial situattoan issue of a financial
analysis, but it also helps to identify the causkthe corporate develop-
ment by searching the detail relationship betweeantial indicators and
information. It does not satisfy only with quardifie information, but also
searches non-quantifiable (non-financial) informati A comprehensive
view requires to consider a company as an intguaal of the economic
environment, in which the company is located; fustance, business sec
tor, market position, raw material base, energy alam supply position
(Sedlacek, 2011). It is important, however, to nmmand evaluate not only
the current financial situation of the company, aiso the future develop-
ment (see Meluziet al, 2018a, pp. 148-169; Meluzahal, 2018b, pp. 63—
79; Meluzinet al., 2017, pp. 171-187). The basis of predictinghis t
knowledge of the current state of the corporatarfaral health and the
development of key indicators, which is forwardedtte next period using
predictive models.

Efforts to recognize the causes of instability lie rganization at an
early stage and to avoid their acute stage ledhéofdrmation of specific
methods of predictive financial analysis, which aedled early warning
systems. The role of early warning systems shoaltblrespond to finan-
cial distress, which represents the state of tmepemy that is opposed to
extreme financial health. Financial distress isallgwefined as the state of
an enterprise when it has serious payment problerhish must be ad-
dressed either by a radical change in its strudui®/ a change in business
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activities. An objective criterion of financial e8s is often referred to as
bankruptcy (Grunwald & Holeckova, 2007, pp. 6).

Methods of the financial situation prediction digtilish, with a reason-
able reliability, between the companies that asperous and those that
do not prosper. However, this activity requires tibial financial and eco-
nomic performance of a company be expressed inrardy concise and, if
possible, one-digit expression. To get this disgrator, it is necessary to
assume the choice of well-differentiated indicatangl methods enabling
them to be summarized (Zalai, 2000, pp. 12—-14). @dmer is focused on
the use of the method of multiple discriminant gsial, which in the practi-
cal part of the paper used to form the predictiadets in conditions of V4
economies. The main aim of the paper is to devalompodel to reveal the
unhealthy development of the enterprises in V4 t@s) which is done by
the multiple discriminant analysis.

The originality of the research lies in the formatiof the complex
model of Visegrad countries, identifying the crligieedictor and determi-
nants than can best discriminate the groups of pgrosis and non-
prosperous companies. The formation of both indi&id/4 models and the
complex V4 model would be beneficial for all markebject, as it closely
reflects the current political, economic and finahsituation in the reached
countries.

The purpose of the paper is the formation of amegwtric model of
the corporate financial health, considering naficsunditions, using the
results of the multiple discriminant analysis. Wnsider the formation of
the complex V4 model and subsequent identificattbmutual significant
predictors and discriminants to be the main coutidim of the paper.

The paper is divided into four main parts. Litaratreview depicts the
most important pieces of research being done infigld of prediction
models, using the multiple analysis, focused onMtsegrad group (V4).
The primary aim and the methodology of the multigikcriminant analysis
are determined in Research methodology. Descnigifothe models de-
veloped in condition of individual V4 countries atid complex V4 model,
as well as their validation by ROC curve are pgdthin chapter Results.
Discussion compares and analyzes the studies aadroh of other authors
in the field of prediction models used a developed4 countries.

Literaturereview

The first findings in the field of future financidistress, i.e. future corpo-
rate financial development, appeared in the tlsidethe 20th century. The
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first to address the issue was Fitz Patrick wherptiglished a study in
1931, comparing the development of indicators isoiment and solvent
companies. He pointed out that the developmentletted corporate indi-
cators differed in both groups of companies longetibefore the financial
distress itself. Merwin (1942) also dealt with tkeue when he published
research in 1942, which aimed to compare the aétitnmeans of selected
corporate indicators in successful and unsuccessfupanies (Zalai, 2000,
pp. 12-14). A little later H. I. Ansoff (Grunwald &oleckova, 2004, pp.
32) formulated assumptions that strategic failuaes indicated by weak
signals. The more information we have, the ledserignorance, the threat
can be identified and the effects localized.

This type of financial analysis, known as an excaamalysis, was later
developed by Tamari (1966, pp. 15-21) and Beave@8glpp. 111-115)
and in two years by Altman (1968, pp. 609—611).sEhauthors are also
considered the founders of the scientific predictod the financial health
and enterprise future development. The formatioa pfediction is an ef-
fort to predict the financial development in indival enterprises and to
prevent them from financial collapses. The mentibaegthors have verified
dozens of indicators that they think can be usqutédict the insolvency. It
is characteristic for the indicators that theirdein prosperous or non-
prosperous companies is different. Another feaisii@ divergent develop-
ment of indicators long before the financial distre

Altman’s model using multiple discriminant analysisstill considered
to be extremely relevant, as evidenced by sevdrigd gignificant modifi-
cations (Altman 1977, 2000, 2002, 2014). The pajylaf the model was
summed up by Mandrat al (2010, pp. 83—-87), based on which the Alt-
man's model is still solid and durable, despitexpdormed more than 30
years ago. This view was confirmed by other stu(lieg Ragozar, 2012,
pp. 19; Satish & Janakiram, 2011, pp. 206; El KlgaurAl Beaino, 2014,
pp. 18; Al Khatib & Al Bzour, 2011, pp. 215-217)n@he other hand, for
instance, Wtet al. (2010, pp. 34-45), Grice & Dugan (2001, pp. 155}16
or Pitrova (2011, pp. 76) came to the opposite losin. The results of
these studies show that the accuracy of the prediotodels is significant-
ly reduced when the model is used in another imguat another time or in
a different trading environment than the data usederive the model.
Therefore, it is essential to develop a model Bwrhecountry, accepting its
economic, political and entrepreneurial uniqueness.

Authors and researchers in the field of predictiomglels have verified
dozens indicators, which they think can help tajotethe insolvency. For
these indicators, it is characteristic that theirel in prosperous or non-
prosperous enterprises is different as well agdihergent development of

572



Equilibrium. Quarterly Journal of Economics and Boonic Policy 13(3), 569-593

indicators long time before the crisis itself. Madls of forecasting a finan-
cial situation require the overall financial andoreomic performance of
a firm to be expressed by a current and unambigarpiession. Thus, it is
necessary to assume the choice of well-differesdiatdicators and method
summarizing them (Zalai, 2000, pp. 12—-14). Anotihgportant thing is to

consider the conditions of the national econong ldgislation, operation
of financial instruments, but also the externatdes, prediction models can
indicate the risks, weak and strong points of tinaricial health of the

company.

As the paper is devoted to the use of the methaauwfiple discrimi-
nant analysis to form the prediction models in¢baditions of V4 econo-
mies, the research interest is aimed at the mddetsed | the Visegrad
group: Chrastinova (1998), Gurcik (2002), Zalaiq@)) Gajdka and Stos
(1996, pp. 59-63), Prusak (2005), Maczynska (2pp442—45), Hamrakt
al. (2004, pp. 34-38), Holda (2001), Virag and HajdQ96, pp. 42-53),
Doucha (1995) and Neumaierova and Neumaier (1985/-10; 1999, pp.
32-75; 2001, pp. 23-39; 2005). Specific conditionSlovak and Czech
environment were searched also by Rybaretval. (2016, pp. 298-306),
Karas and Reznakova (2014, pp. 214-223) or Rezaakoal. (2013, pp.
203-208) who focus on specific economic areas. ddmplex review of
research into corporate bankruptcy prediction isegrad group countries
is presented in the study of Prusak (2018); Karas RReznakova (2018);
Kliestikovaet al.(2017); Zvarikoveet al.(2017) and Boratynska (2016).

Review of bankruptcy prediction in V4 countries

In the Slovak business environment, there are sdgte representatives
of prediction models. Chrastinova (1998) and Gu(2iB02) were the first
authors who applied the methodology of financiaaltie predictions to
companies in the agricultural sector, and Bink&®99) and Zalai (2000) in
commercial enterprises, using multiple discriminanalysis. Kamenikova
(2005) solved the limitations in the use of foreimwdels predicting the
financial development of enterprises in the condéiof the Slovak Repub-
lic. Gundova (2015) depicted the main reasons @brusing foreign meth-
ods of predicting the financial situation in Slovedmpanies and empha-
sized the importance of the formation of the natloprediction model.
A method for logistic regression to assess theréutworporate prosperity
was in our national conditions firstly applied byrtbsova (2009). Later,
Delina and Pacikova (2013, pp. 101-112) developeeMamodified model
in the Slovak business environment while usingesgion analysis to get
higher predictive performance of the model. Mihao{2016, pp. 101-
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118) formed two models based on multiple discrimtrenalysis and logit
analysis, recommending the use of the latest. Kmxaaand Kliestik (2017,
pp. 775—-791) introduced a bankruptcy prediction ehaa the Slovak Re-
public, using logistic regression and they proviphificant classification

accuracy of this model, Adamko and Svabova (20p6,1p—20) tested the
Altman’s model on the data of Slovak entities; phediction ability of the

model depends on the model used and year of thdification. Reznako-

va and Karas (2015, pp. 397-403) presented thdtgasutheir research
aimed at the classification ability of predictiorodels in different envi-

ronment of Visegrad group countries using the Attreanodel.

In the Czech Republic, the pioneers in the preaficthodels formation
are the Neumaiers, who have developed several ;i\di€l5 (Neumaier &
Neumaierova, 1995, pp. 7-10) was the first modéiesing more than
70% accuracy in predictions of corporate finansialation. IN99, INO1
and INO5 were further modifications reflecting thational changes. Jaku-
bik and Teply (2011, pp. 157-176) built a logit rabtb predict the unfa-
vourable financial situation and they formed a neglicator JT index eval-
uating the economy’s financial stability, whichbiased on a financial scor-
ing model estimated on Czech corporate accountatg. Hampelet al.
(2012, pp. 243-248) proposed a model based ondaidanof production,
comparing the results with the Altman’s model. faitl neural networks
are used to form the bankruptcy prediction modelMmchozkaet al.
(2015, pp. 109-113; 2016, pp. 5-18). Kubickova Biudicek (2017, pp.
494-505) applied regression and try to classifydmpanies into groups
of healthy and after bankruptcy setting the spedifitional criteria.

Research in the field of bankruptcy prediction aldhd was focused on
the use of Altman’s model. The first notable outesnwvere presented in
the research of Maczynska (1994, pp. 42-45) andikaaand Stos (1996,
pp. 59-63). The model of Hamret al. (2004, pp. 34-38), known as Poz-
nanski model is famous for its very good classifmaand prediction abil-
ity of almost 93%. Prusak (2005) suggested twornlisnant function, one
to predict the bankruptcy one year in advance,other one forecasts the
corporate non-prosperity two years in advance.diberiminant analysis is
also used in the model of Holda (2001), Maczyn&@04, pp. 4-9), Korol
(2004, pp. 1-14) or Juszczyk and Balina (2014,63p-94). However, not
only the discriminant analyses are used to devéiepPolish prediction
models, some authors use logistic regression,Resglaet al. (2013, pp.
113-133) or Karbownik (2017) or neural networks¢Miluk, 2003).

The Hungarian prediction models do not have a toadijtion. The first
authors are Hajdu and Virag (2001, pp. 42-53) wéeebbped the model
based on the discriminant analysis and logistica®gion, using the data of
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the Hungarian companies from 1990 and 1991. Tlestlaesearch on the
bankruptcy prediction in the Hungarian economicditton was conducted
by Andrea and Dorisz (2015, pp. 426—-447), Dorgaal. (2016, pp. 341—
349) and Bauer and Edrész (2016).

Resear ch methodology

Prediction methods are aimed at comparing finarraibs between pros-
perous and non-prosperous companies. They aretoga@dict the diffi-
culties of business entities. In order to provile tmost accurate infor-
mation, they have gone through several modificatidn practice, it was
found that not all of the indicators have the saaporting ability, and the
use of selected simple ratios provided insufficiantl distorted views on
the future business development. For this reagbey oatios and indicators
were used to achieve higher prediction ability.sTimtroduced prediction
models based on more complex, multidimensionalssitzetl methods —
multiple discriminant analysis. Therefore, the afrthe contribution is to
form a prediction model using multiple discriminamalysis and to verify
its classification ability in conditions of busirgeenvironment of V4 coun-
tries.

In multiple discriminant analysis, the objectivedesmodel one quantita-
tive variable as a linear combination of othersialdles. The purpose of
discriminant analysis is to obtain a model to predi single qualitative
dependent variable from one or more independemhla(s). In most cas-
es, the dependent variable consists of two group$assifications, and we
consider the group of defaulting (non-prosperousnganies and non-
defaulting (prosperous, healthy) companies. Disoamt analysis derives
an equation as linear combination of the indepengariables that will
discriminate best between the groups in the dependeiable. This linear
combination is the discriminant function (Kral & Ka@erova, 2009). The
objective of the discriminant analysis is to tefsthe classifications of
groups in the dependent variable (Y) depends deaat one of the inde-
pendent variables (X). In terms of hypothesisait be written as:

HO: Y does not depend on any of the Xi’s.

H1:Y depends on at least one of the Xi's

Business failure can take various forms, differemanges and conse-
guences. In particular, the consequences are thiresof the research and
development of methods and models to anticipataréawith certain ahead
of time. To be able to form a model for V4 courdrié was necessary to
have appropriate data base; we used the finaneihktatistical indicators
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from the Amadeus database from 2015 (for all indepet variables, i.e.
for all financial variables) and 2016 (for the deg@ent variable, i.e. corpo-
rate prosperity).

To develop a prediction model in Visegrad countrigswork with the

following data:

financial data of following countries: the Slovalefriblic, the Czech
Republic, Poland, Hungary, Romania, Bulgaria, Lathia, Latvia, Esto-
nia, Slovenia, Croatia, Serbia, Russia, Ukrainelafds, Montenegro
and Macedonia.

a statistical Nomenclature of Economic Activities the European
Community (NACE classification) including the folling economic
categories: A — agriculture, forestry and fishiBg:— mining and quar-
rying; C — manufacturing; D — electricity, gas, ate and air condi-
tioning supply; F — construction; G — wholesale aathil trade; H —
transporting and storage; | — accommodation and fegrvice activi-
ties; J — information and communication; N — adrsiirative and sup-
port service activities; P — education; Q — humaalth and social
work activities..

the conditions set out in the Amadeus database usad to determine
the size criteria; a large enterprise is considéoeoe an enterprise that
meets at least one of the following conditions:rapeg revenue> 10
million EUR, total assets 20 million EUR and employees 150. A
medium-sized enterprise is an enterprise fulfillagleast one of the
conditions: operating revenuesEUR 1 million, total assets EUR 2
million and employees 15. If the enterprise is not included in any of
the previous categories, it is a small enterprise.

to determine the independent variables used toldeve prediction
model, we focused on indicators determined by antihg authors as
the key predictors of financial health. We analy#eel studies and re-
search of Sharifabadit al. (2017, pp. 164-173), Tiagt al (2015, pp.
89-100), Bellovanet al. (2007, pp. 1-43), Ravi Kumar and Ravi (2007,
pp.1-28), Dimitrasget al (1996, pp. 487-513) and Kliestst al. (2016,
pp. 89-96; 2018, pp. 791-803). Based on the asaly& selected the
following indicators, Table 1.

The listed parameters for all countries and forrelevant time period

(2015 and 2016) were obtained from the Amadeuddata Given the lack
of required data in individual country variablesyre variables had to be
excluded from further investigation — financial icators X03, X05, X06,

X13, X14, X17, X19, X23, X28, X29, X31, X32, X33,34. Subsequently,
we deleted the enterprises which did not statevitiee of the dependent
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variable, i.e. it was not possible to determine tiwean enterprise is pros-

perous or NoN-prosperous.

The multiple discriminant analysis consists of fbkowing methodo-
logical steps:

1. Choosing a sufficiently large sample that aceephe of the rules for
determining the appropriate sample size to perftim discriminant
analysis. The general agreement is that there ghmulat least 5 cases
for each independent variable, bet at least 20scase we work with
more than 2.7 million cases, the condition is met.

2. The tests of equality of group means measure iedependent variable'
s potential before the model is created. Eachdigplays the results of
a one-way ANOVA for the independent variable ugimggrouping var-
iable as the factor. If the significance valuerisager than the given lev-
el of significance (we consider 0.05), the variaptebably does not
contribute to the model.

3. We identify the value of Box’s M which tests tssumption of equality
of variance-covariance matrices in the groups. ghihalue of Box’s M
with a small p-value indicates violation of thisasption.

4. Canonical correlation of discriminant functiondatest of its statistical
significance, which is used to assess the qualfitthe model and it
measures the association between the groups idefendent variable
and the discriminant function. It works with two aseires Eigenvalue
and Wilk's lambda. Eigenvalue is a ratio betweenekplained and un-
explained variation in a model. The bigger the eigédue, the stronger
is the discriminating power of the function. Inaisinant analysis, the
Wilk's Lambda is used to test the significancehd tiscriminant func-
tions. Mathematically, it is one minus the explainariation and the
value ranges from O to 1.s

5. Assessment of the values of the standardizednézad discriminant
function coefficients and of correlation coefficigithat help identify the
best discriminants. The standardized canonicalridigtant function
coefficients provide information about the discmieion ability of indi-
vidual indicator; the closer the coefficient to@ethe smaller the impact
on the discriminant process. Otherwise, correlatioafficients calcu-
late the strength of the relationship between deégenand independent
variables, thus the higher the value the betterdtberimination ability
of the indicator.

7. Group centroids are the means of the discrintifilmction scores for
each participant group. They show the typical llocabf an enterprise
from a participant group on a discriminant functidhe centroids are in
a unidimensional space, one centre for each gr8B&S for centroid
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calculation uses the model constant to make antioteal correction so
that the weighted average of the centroid (weigtttgdhe number of
enterprises in the individual groups) is 0. Theulteis that it is enough
to compare the Z-score value to zero — the positalae then means
a non-prosperous enterprise, while the negativeuevatletermines
a prosperous enterprise.

8. The discriminant function is written using theaulated unstandardized
canonical discriminant analysis coefficients.

9. The classification and discrimination abilitytbe model and its valida-
tion are verified.

10. The construction of ROC curves to test thesdiaation ability of the
model using the area under curve.
We used the IBM SPSS Statistics software, v. 24leteelop the mod-

els.

Results

To develop the prediction models, we firstly foausthe models for par-
ticular Visegrad countries, then on the formatidéthe general V4 predic-
tion model.

The data was obtained from the Amadeus databaseh wwhovides fi-
nancial and statistical information about:

— 105,708 Slovak enterprises. Considering the depgndwiable, there
are two possible future development strategiespgaaty (marked by 0)
and non-prosperity (marked by 1). The databasdava® enterprises is
determined by 81,292 prosperous enterprises and1l@4,non-
prosperous ones.

— 62,794 Czech companies divided into the group o§perous compa-
nies 50,058 and 12,736 non-prosperous companies;

— 28,908 Polish companies with the majority of prospe companies
26,210 and 2,698 non-prosperous companies;

— 252,371 Hungarian companies providing the inforaraibout 205,448
prosperous companies and 46,923 non-prosperousacnesp
The first step to develop the model is to assessdhults of the tests of

equality of group means, Table 2.

P-values in the Sig. column are compared with tivergsignificance
level (@ = 0.05), if the p-value is below the significanleeel, there are
statistically significant differences between prgus and non-prosperous
enterprises in the mean values of the consideratiktetal indicators. It
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means that all variables can be used as the apgediscriminator, except
for:

- X16, X18, X20, X24 and X37 in Slovakia,

— X16, X18, X20 and X24 in the Czech Republic,

- X1, X11, X16, X18, X24, X30 and X37in Poland,

- X11, X12, X16, X18, X20, X24, X30, X36 and X37 irukigary.

The results indicate, that the conditions in thementries are really sim-
ilar, as they consider the same discriminatoriefarosperity.

The results of the Box test (Table 3) show thatdtreariance matrices
cannot be considered as identical, so we use thargdion of different
covariance matrices in SPSS calculation. The Idgrdenants of the vari-
ance-covariance matrices of each group are distant.

The following part of the outputs contains a canahcorrelation of the
discriminant function and a test of its statistisinificance (Table 4).
They assess the overall quality of the model, wdrethe canonical dis-
criminatory functions sufficiently differentiatedividual groups.

The canonical correlation between the discrimin@miction and ex-
planatory variables is statistically significanidS< o), however, the value
of the canonical correlation is relatively low ithfaur cases.

The results of the absolute values of standardipedficients of canon-
ical discriminatory function (Table 5) give the anmation about the dis-
crimination ability of individual indicators to dieguish prosperous and
non-prosperous companies. The value of coefficiamtéch are close to
zero, have only very small impact on the discriminprocess. Negative
values of coefficient contribute to an alternatiaembership in the group.
The results show that the best discriminants aghtst different in indi-
vidual V4 countries, but the same indicators apsating. We can summa-
rize that indices X10, X27, X2 and X4 are the owdh the best discrimi-
nation ability . The reason is that net incomefipoy the level of liabilities
in an enterprise are used to calculate these ratiush, if negative (profit)
or exceeding the value of assets (liabilities)jdate an unfavourable situa-
tion of the enterprise, which may lead to its fetmon-prosperity or bank-
ruptcy.

Considering the correlation coefficients betweeer ttiscriminatory
function and the individual explanatory variablds best discrimination
ability seems to have X7, X27 and X10 in Slovakmg &8ohemia; X10,
X28 in Hungary and Poland. High correlation coedint value has also
X15, which was not used in the final function, as tresult of the step
method shows, that its contribution after the isun of other variables is
not sufficient.
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For each enterprise, it is possible to calculate Zkscore using non-
standardized canonical discriminant coefficientd,amomparing its value
with the group centroid to decide if the enterpiimdongs to a group of
prosperous or non-prosperous enterprises. SPSSthesenstant of the
model to make a targeted correction when calcuatentroids, so that the
weighted average of centroids (weighted by the remadf enterprises in
the individual groups) is zero. Consequently, gm®ugh to compare the Z-
score value to zero, the positive value then detezsna non-prosperous
enterprise, the negative indicates the prospenoigsprise.

Using the non-standardized coefficients of the o#a discriminant
function, the discriminant equations of the pradectmodel for V4 coun-
tries can be written.

The prediction model of Slovakia

Yo« =—1.565+ 0.025%, - 0.408,- 7.668+ 2.268- 0.4X9+

1
0,35X,,+ 0.926X_+ 6.08X,+ 0.10%,, @)

The prediction model of the Czech Republic

Ve =-1016+ 0.00X, - 088K, + 2168~ 034+ 25%g+
0,416X,, - 0.59X, - 2.56X,+ 0.352, - 1.076,

The prediction model of Poland

Y, = 1563+ 0.07%, - 138K, + 0656+ 300~ 06X+
1.067X,, + 1.04X, — 0.048,+ 0.458,- 1.2)3

The prediction model of Hungary

y, =-1.516+ 0.05%, - 1.388,+ 3.96%,- 0.6+

4
1.561X,- 1.60%K,,— 0.05X,,—- 0.64%,, @)

To conclude, the models of individual V4 countrege build using the
same variables, financial ratios, but differentfoents. However, some

ratios are used in all models (X2, X10, X12 and X2#hich indicates the
similarities of economic and financial environmeftthe countries. We
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find it important to form the unique model used &tIr Visegrad countries,
which has the following discriminant function:

y,, =-1.470+ 0.02X,- 0.588,- 1.158+ 1.8%Q- 0.462+
0.613X,, + 1.03X,.— 0.01%,+ 0.7¥L + 0.IX3~ 0.45+ (5)
0.244CZ + 0.523K

Variables CZ and SK are dummy variables, which aegqwo numeri-
cal values to define a certain change or a quialitatariable category. Zero
is used when the given variation or category damsoocur and one de-
notes the opposite situation, i.e. the occurrefiaegiven variation or cat-
egory (or the presence of a particular observeibate) (Hebak, 2005). In
the case of V4 prediction model, one is used wiacuating the Z score
of Slovak and Czech enterprises, otherwise zero.

However, for the practical use of the model itée@ssary to have suffi-
cient discrimination ability. Based on the clagsifion table (Table 6), it is
obvious that the developed models have relativigh total discrimination
ability, more than 80%. The best is the discrimoragbility of the Polish
model, however, the complex V4 model is also highlyked.

Discussion

Prediction models have become an important angb@maele part of corpo-
rate financial analysis. It is important to deteetly signs of unpleasant
financial situation and to use effective methodagsess the financial state
of the companies. The practice in the long-termzoor shows that the use
of the models in different time, economic, politieead financial environ-
ment is disputatious. Thus, the Visegrad countraege tried to develop the
models, which could be used in their specific cbods.

As the models were developed to be able to préfectuture financial
development and prosperity and thus the clasdificatbility to reveal non-
prosperous entities is crucial, it is necessamgctieve high level of classi-
fication ability in this sphere. The best abilitp ttlassify the non-
prosperous companies characterizes the HungariaeIni®3%), the Slo-
vak model (87.7%), the Czech model (87.3%), V4 nm¢88.9%) and fi-
nally the Polish model (79.1%).

In order to assess the overall performance of theats, the validation
of the models was assessed by the ROC curve thhtates the classifica-
tion accuracy of the models by the area under cgAdC). The ROC
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curves of the prediction models are portrayed gufeé 1. As evident in the
figure, the area under the curve is large enodghAUC value is 0.90 for
Slovakia, 0.916 for the Czech Republic, 0.93 fongtry, 0.894 for Poland
and 0.908 for V4 model, indicating a good clasatien ability off all
models, confirming the results in the classificatiable.

Analysing the results, the classification abilitf tbe model is higher
when considering individual national environmentwhs proved by Rez-
nakova and Karas (2015, pp. 6633) performing the test of the discrimi-
nation ability of the Altman bankruptcy model usagroup of 5,977 com-
panies operating in one of the V4 countries. Toeyné that the discrimina-
tion accuracy of a model falls significantly whdnis used in a different
environment. Considering the national environmerd the specificity of
individual economy is also highlighted by Szetetaal. (2016, pp. 839—
856) as well as Antonowicz (2014, pp. 35—-45). Gndther hand, the low-
er discrimination ability can be a results of thetihod used to derive the
model (Karas & Reznakova, 2014). The proof is gsearch of Mihalovic
(2016, pp. 104118), which reveals that the accuracy of logit anadbit
models overdo prediction ability of multiple disoihant analysis and lo-
gistic regression.

The results indicate that the models should be édrim accordance
with the economic and financial conditions and sswnent of the coun-
tries to have the significant classification akilitonsidering appropriate
combination of statistical methods and model vdesb

Conclusions

Financial analysis has become an integral parbofprehensive financial
management and planning in each business entityelyiquantification of

determinants causing negative financial developntergalized by ex-ante
financial analysis. The common characteristic & ¢hlculation of selected
indicators, which can indicate potential negatiesalopment. These indi-
cators are signs of early warning of the futureauntirable financial devel-
opment of the company. A prerequisite of forecasimthe knowledge of
the level and state of relevant indicators thag¢eine the current financial
state of the company. Based on this backgroundnrdton and by the
application of appropriate prediction models, ficiah developments and
future prosperity can be predicted. A predictioatthelps determine the
future prosperity or non-prosperity of the compashould therefore be
accurate, timely and interpret correctly the obsdrfinancial facts.
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In order to be a successful company in the predgmamic changing
economic environment, it is necessary not only tntain a good corpo-
rate financial condition, but also to take caré®financial development in
the future. However, the use of retrospective fam@methods seems to be
ineffective and insufficient. The development ok tprediction models
accepting the specificities of individual countries thus of vital im-
portance.

In the present paper, we used the method of meltiigcriminant analy-
sis to evaluate the future development enterpiiisés4 countries. Using
the sample of 449,781 enterprises we formed piiedichodel for each V4
country and a complex V4 model based on eightrigtedictors (financial
indicators). The models are formed using the saomsbinations of pre-
dictor, but different coefficient. However, few tbfem are included in each
model: X2 (current assets to current liabilitie§iaja X7 (net income to
total assets ratio), X10 (ratio of non-current ilitibs and current liabilities
to total assets), X12 (cash and cash equivalentstéb assets ratio) and
X28 (return of equity). The same predictors wertedrined as the best
financial ratios in providing the information abdbe discrimination ability
of individual indicators to distinguish prosperarsd non-prosperous com-
panies considering the absolute values of starmddioefficients of ca-
nonical discriminatory function. All developed mdsldave more than 80
% classification ability; their validation was pexy by ROC curve achiev-
ing the level of more than 90% in almost all cagedicating perfect classi-
fication ability of all models. However, the resgahas some limitation, as
the results of the multiple discriminant analysisynmot be perceived suffi-
cient, as not compared to other methods (e.g.tlogisgression, classifica-
tion and regression trees), which is the issuduiher research, to reveal
which method is the most appropriate to predictfih@ncial health of the
company.

The main purpose of the paper was the formatiahe@ftomplex model
of Visegrad countries, complex and individual, igigimg the crucial pre-
dictor and determinants than can best discrimitfeeyroups of prosperous
and non-prosperous companies. The formation of imafividual V4 mod-
els and the complex V4 model would be beneficialalth market subject,
as it closely reflects the current political, econo and financial situation
in the searched countries.
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Annex

Table 1.Selected financial ratios

Financial Ratios

X1 Sales/Total assets X20 Net income/Sales

X2 Current assets/Current liabilities X21 Non-cutriabilities/Total Assets

X3 Gross profit/Total assets X22 Cash and (:ﬁ\;g”(iet(iqeuslvalents/Current

X4 Net income/Shareholders equity X23 Cash flowr€ntrliabilities

X5 EBITDA/sales X24 Working capital/Sales
(Non-current + current )

X6 liabilities)/EBITDA X25 Current ratio

X7 Net income/ Total assets X26 Liquidity ratio

X8 Working capital/Total assets X27 Return on asset

X9 Operating profit/Total assets X28 Return on 8qui

X10 (Non-current +::Sr:2t liabilities)/total X29 Shareholder liquidity ratio

X11 Current assets/Total assets X30 Solvency (baioility-based)

X12 Cash & cash equivalents/Total assets X31 Qasgli®perating revenue

X13 Cash flow/Total assets X32 Net assets turnover

X14 Cash ﬂow/(_l\lo_n'-«_:urrent + current X33 Interest paid

liabilities)

X15 Current liabilities/Total assets X34 Gross nirarg

X16 Current assets/Sales X35 Profit margin

X17 Operating profit/interest paid X36 Net currassets

X18 Stock/Sales X37 Working capital

X19 Cash flow/Sales

Table 4. Summary of Canonical Discriminant functions

Eigenvalues
% of Canonical
Function Eigenvalue Variance  Cumulative %  Correlation
SK 1 0.074 100.0 100.0 0.263
cz 1 0.045 100.0 100.0 0.208
PL 1 0.066 100.0 100.0 0.249
H 1 0.051 100.0 100.0 0.220
Wilks' Lambda
Test of
Function(s)  Wilks' Lambda Chi-square df Sig.
SK 1 0.931 5,030.925 9 0.000
Ccz 1 0.957 1,844.708 11 0.000
PL 1 0.938 1,346.199 10 0.000
H 1 0.952 531.344 8 0.000




Table 2. Test of equality of group means for V4 countries

Slovakia Czech republic Poland Hungary
Ratio Wilks' Wilks' Wilks' Wilks'
Lambda Sig. Lambda Sig. Lambda Sig. Lambda Sig.
X01_2015 1.000 0.000 1.000 0.022 1.000 0.598 0.999 0.005
X02_2015 0.993 0.000 0.998 0.000 0.999 0.000 0.999 0.009
X04_2015 0.982 0.000 0.991 0.000 0.984 0.000 0.990 0.000
X07_2015 0978 0.000 0.990 0.000 0.987 0.000 0.989  0.000
X08 2015 0.999 0.000 1.000 0.000 0.997 0.000 0.999 0.007
X09_ 2015 0.983 0.000 0.995 0.000 0.989 0.000 0.988 0.000
X10_2015 0.953 0.000 0.971 0.000 0.964 0.000 0.977  0.000
X11 2015 0.997 0.000 1.000 0.003 1.000 0.978 1.000 0.247
X12_ 2015 0.995 0.000 0.999 0.000 0.999 0.000 1.000 0.320
X15 2015 0.959 0.000 0.978 0.000 0.975 0.000 0.982  0.000
X16_2015 1.000 0.769 1.000 0.759 1.000 0.819 1.000 0.846
X18 2015 1.000 0.805 1.000 0.939 1.000 0.637 1.000 0.913
X20_2015 1.000 0.867 1.000 0.837 1.000 0.005 1.000 0.956
X21 2015 0.998 0.000 0.997 0.000 0.995 0.000 0.998  0.000
X22_2015 0.995 0.000 0.999 0.000 0.999 0.000 0.999 0.012
X24 2015 1.000 0.765 1.000 0.905 1.000 0.822 1.000 0.913
X25 2015 0.993 0.000 0.998 0.000 0.999 0.000 0.999 0.009
X26_2015 0.993 0.000 0.998 0.000 0.998 0.000 0.999 0.013
X27_2015 0981 0.000 0.989 0.000 0.987 0.000 0.987  0.000
X28 2015 0991 0.000 0.992 0.000 0.986 0.000 0.988  0.000
X30_2015 0.999 0.000 0.999 0.000 1.000 0.072 1.000 0.394
X35_2015 0.988 0.000 0.991 0.000 0.988 0.000 0.991 0.000
X36_2015 1.000 0.042 1.000 0.011 1.000 0.005 1.000 0.091
X37_2015 1.000 0.175 1.000 0.006 1.000 0.130 1.000 0.648

Table 3.Box’s test of equality of covariance matrices

Test Results

SK Box's M 73,577.642
F Approx. 1,633.675
dfl 45
df2 135,265,736.122
Sig. 0.000
CZ Box'sM 31,570.421
F Approx. 477.001
dfl 66
df2 17,657,936.188
Sig. 0.000
PL Box'sM 9,814.819
F Approx. 176.938
dfl 55
df2 1,617,679.625
Sig. 0.000
H Box's M 1,679.811
Approx. 46.014
dfl 36
df2 4,076,602.240
Sig. 0.000




Table 3.Continued

Log Determinants

Log
Y_2016 Rank Determinant

SK 0 9 -21.349

1 9 -14.572

Pooled 9 -19.941
within-groups

Ccz 0 11 -7.162

1 11 -5.309

Pooled 11 -6.347
within-groups

PL 0 10 -22.728

1 10 -17.901

Pooled 10 -22.165
within-groups

H 0 8 -11.763

1 8 -10.733

Pooled 8 -11.587

within-groups

The ranks and natural logarithms of determinants
printed are those of the group covariance matrices.

Table 5. Standardized canonical discriminant function de&ffts and correlation
coefficients
St. can.  Corr. coef St. can. Corr. coef
coef. coef.

SK X02_2015 0.191 -0.302 H X02_2015 0.423 -0.112
X04_2015 -0.425 -0.491 X09_2015 -0.213 -0.483
X07_2015 -1.359 -0.545 X10_2015 1.045 0,682
X10_2015 0.691 0.810 X11_2015 -0.187 0.050
X11_2015 -0.117 -0.199 X12_2015 0.335 -0.043
X12_2015 0.116 -0.267 X21_2015 -0.238 0.175
X15_2015 0.274 0.760 X22_2015 -0.248 -0.108
X27_2015 1.208 -0.512 X28 2015 -0.563 -0.481
X28 2015 0.096 -0.349 CZ X02_2015 0.068 -0.206

PL X02_2015 0.498 -0.139 X04_2015 -0.661 -0.451
X04_2015 -0.891 -0,502 X07_2015 0.363 -0.467
X07_2015 0.096 -0.450 X08_2015 -0.078 -0.083
X10_2015 0.760 0.752 X10_2015 0.902 0.814
X11_2015 -0.188 0.001 X12_2015 0.117 -0.154
X12_2015 0.200 -0.114 X22_2015 -0.141 -0.162
X15_2015 0.249 0.616 X27_2015 -0.453 -0.504
X26_2015 -0.264 -0.156 X28_2015 0.261 -0.435
X28_ 2015 0.311 -0.455 X35_2015 -0.174 -0.457
X35 2015 -0.144 -0.433 X37_2015 -0.053 -0.063




Table 6. Classification ability of V4 prediction models

Classification Results

Predicted Group Membership Total
Y_2016 0 1

SK Original Count 0 65,988 15,304 81,292
1 2,291 21,425 24,416

% 0 81.2 18.8 100.0

1 12.3 87.7 100.0

Cz Original Count 0 42,131 7,927 50,058
1 1,617 11,119 12,736

% 0 84.2 15.8 100.0

1 12.7 87.3 100.0

PL Original Count 0 23,422 2,788 26,210
1 565 2,133 2,698

% 0 89.4 10.6 100.0

1 20.9 79.1 100.0

H Original Count 0 162,305 43,143 205,448
1 3,290 43,633 46,923

% 0 79.0 21.0 100.0

1 7.0 93.0 100.0

V4  Original  Count 0 310,999 52,009 363,008
1 12,197 74,576 86,773

% 0 85.7 14.3 100.0

1 14.1 85.9 100.0

For SK, 82.7 % of original grouped cases correttigsified.
For CZ, 84.8 % of original grouped cases corredtgsified.
For PL, 88.4 % of original grouped cases corretiigsified.

For H, 81.6% of original grouped cases correcthssified.

For V4, 85.7 % of original grouped cases correcligsified.




Figure 1. ROC curves of the prediction models
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