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Abstract

Research background: Economic development in sub-Saharan Africa is afapeunt
importance, yet it escapes most of the attemptstierstand it better in the economic dis-
course, and it remains a sensitive issue in psjitontradicting stakeholders at national and
international levels. The region still lags behwttiers in terms of technological advance-
ment and economic development. It has grown saamifly in the precedent decade, but the
extent of growth has not sufficiently translatediteodevelopment. Determining strategies
for sub-Saharan Africa is a scientific challengbjol requires more attention. In the global-
ized, interconnected reality, solving problems loé South is in the best interest of the
North.

Purpose of the article: The aim of this research is to analyze structunahges as factors
of economic development in the best performing Saharan African countries on the
grounds of new structural economics in order tosjol® policy implications.

Methods: Namibia, Botswana, South Africa and Gabon werectetl as best performing
economies in the region. Based on the literatwieweand the analysis of descriptive statis-
tics, profiles of sample countries were set. Thigurn allowed to determine the potential
explanatory variables for OLS model of economicedepment. In the model, factors relat-
ing to labour productivity, technology and struaiuchange were included. The data was
sourced from WDI (World Development Indicators) atsise, Gretl software was used for
computations.
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Findings & Value added: This paper contributes to the literature by atténgpto explain
structural changes in the process of economic dpustnt in the sub-Saharan region on the
sample of best performing states. Results of theystevealed that there is no common way
of economic development in sub-Saharan Africa. Henebest performing states are char-
acterized by relative advantage in human capitatell on the results, policy implications
were proposed with respect to technology promotiatural resources management, and
quality of institutions. The research was limitgddata availability and reliability.

I ntroduction

It is ambiguous to say, that European societiedamesed with European
problems. It is more plausible to say that moderiedies refuse engage-
ment in international problems and demand to camaEnon national is-
sues, as the support for Brexit has proven. Inra@ecwe with decreasing
benefits principle, developed societies apprecihte attained level of
growth, regional integration, and more broadly bglization less and less.
We may be experiencing a cyclical crisis of demogras predicted by
Fukuyama (1992, p. 47). However, this tendency malexyelopment poli-
cies even more valid issue in domestic, but alsm global perspective (i.a.
Birdsall et al., 2005; Easterly & Pfutze, 2008; Harman & Willigra914).

Forgetting to address the problems of developimmemies comes with
the consequences. The income gap across the Wodsd dot seem to
close. The differences of wealth between nationseraegative conse-
qguences for international stability (Devarajan &nikar 2007; Harman &
Williams, 2014, pp. 935-940). This is aggravateditgome disparities
inside middle and low-income economies, which renthe source of in-
stability for decades (Kuznets, 1972, p. 198; WADI17). Persisting to call
Official Development Assistance system “help” aefusing to admit its
instrumentalisation, has backfired (Easterly & Pf1t2008). The growing
threat of terrorism, social exclusion, ethnic fracalization, and illegal
migrations disturbthe status quo of North/South relations and calls for
reflection at the same time.

Perversely, development policies, weather we tatduaithem in devel-
oped or developing countries perspective, are awationally oriented
(Williamson 2004). Imposition of monetary stabilignd fiscal balance,
trade liberalization, public expenditure contrdt.eall these are decided at
the national government level, which takes (or mbdpal conditions into
account (Devarajan & Kanbur, 2013, p. 13). The meyssions of devel-
opment strategies on other nations are generatlgomsidered. States are
egoistic and egocentric in their development sgiage However, some
states are more independent in shaping their pgliavhile others, volun-
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tarily or under the pressure, rely on the advicéogign entities (transition
countries in Europe being a clear example of t{gyglof, 2015, p. 122).
In the case of the countries with middle and loaoimes, their policies in
modern history were under a strong influence adirfial institutions and
commercial partners (Chauvet & Collier, 2009, p2IThe findings of
development economists played an important rolmaderating these vi-
sions (Stiglitz, 2011, p. 23Devarajan & Kanbur, 2013, p. 17).

Development studies, particularly these focusedumSaharan Africa
— the poorest region in the globalized World, regu@n in-depth analysis.
The purpose of this paper was to analyse structiiahges’ impact on the
economic development in the best performing suta&ahAfrican coun-
tries in order to determine directions for sucodssfrategies and provide
some policy implications. This paper explores whethew structural eco-
nomics as defined by Lin (2012, 2015) add to owtemstanding of eco-
nomic development in sub-Saharan Africa on the @karof Botswana,
Gabon, Namibia, and South Africa after 1980.

Descriptive statistic methods and linear regressimuelling methods
were used in data analysis. Comparative and syst@nailysis were applied
in the interpretation of the results of empiricaidy.

Paper is organized in 4 sections. After researcthodelogy is ex-
plained, literature review section focused on dewelent and sub-Saharan
Africa studies follows. Next, the results of datalysis are presented and
discussed. Final section summarizes the main csiocis of the research.

Resear ch methodology

In this paper first, the characteristics of ideatifgroup of the sub-Saharan
African leaders performance were analysed basdtieonomparative anal-
ysis of the data within the group, with the regioaggregate, and with
laggard economies (Niger, Central African Repubdind Eritrea — the
four countries with lowest HDI index based on 2@ka). Finally, regres-
sion models were estimated in order to detect attiuctural change fac-
tors of development. Field study and qualitativeesgch experience from
sub-Saharan African countries (9) supported thegqe® of results interpre-
tation.

The rationale of choosing Botswana, Gabon and SAfrtbha, and Na-
mibia as best performing economies involved variasigects, as none of
the available indicators alone seems reliable eémotlijese countries score
the highest in the Human Development Index rankiraple 1), as com-
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pared with the other countries in the redidn the overall HDI 2014 rank
for 188 countries 36 of the bottom countries are-Saharan (HDI below
0.532; the rank includes 46 sub-Saharan countndgsich means that the
positions 106, 110, 116, and 126 are placing ssdecountries relatively
high, as regional leaders. The complexity of HDlimdicator allows to
reflect the qualitative dimension in the growth gesses, which is crucial
in the economic development (Fukuyama, 1992; Acém&gRobinson,
2015). Despite the fact that growth and GDP (gdmssestic product) indi-
cators are exploited in this research (HDI datetspan is too limited), it
was decided not to make them the parameters fochb&e of the best
performing countries sample.

Botswana, Gabon and South Africa, and Namibiarateé group of 10
most competitive African economies according tol@aloCompetitive In-
dex 2015-2016 (Table 1). We shall note that 150btite bottom 20 econ-
omies in GCI 2015-2016 are sub-Saharan African,thedaggard econo-
mies are not even included in the rank. The pasitiothe ranks can be
additionally supported by the field experience fratudied countries
(South Africa, Botswana, Namibia), as compared wither countries (i.a.
Burkina Faso, Senegal, Congo Republik, Ivory Coddtzambique).
Moreover, Botswana and Namibia were among the dinktSaharan econ-
omies in which functioning democracies emerged (yakna, 1992, p. 35).
South Africa is a member of the informal BRICS grypand its outstanding
performance is also recognized.

Data analysis was based on descriptive statisiics @dinary least
squared regression models for the sample countnesrder to approxi-
mate the successful development policy, GDP peitaapas chosen as
dependent variable representing economic develop(@aideron, 2009).
Next, in a number of trials on data for sample ¢oes, indicators related
to structural change were selected (Table 2). Ththadology suggested
by Lin in 2004 and explored by Brurat al. (2015, p. 133) using Technol-
ogy Choice Index was not explored due to lack dadar the selected
countries. Since Buera and Kaboski (2008) and Hdoe et al. (2013)
include sectoral reallocations of economic activtyoss three broad sec-
tors (agriculture, manufacturing, and services)awtaccompanies the pro-
cess of modern economic growth as a trend of straicthange, the de-
pendent variables address these factors and igdustr

Individual correlation matrix for studied countriabowed to summarize
dependent variables related to economic structfteential for GDP per

11t was decided not to include Cabo Verde in theugr(0.646 HDI 2014), because of
limited data availability and its geographical dweristics (island country).
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capita in 1980—2015. Next, individual OLS (Ordindrgast Squares) re-
gression models were estimated for 2000-2014 (S&fiita), 1997-2014
(Botswana), 2001-2014 (Gabon), and 1997-2013 (Najnibmited by the
data availability. Variance inflation factors weskecked for every model
in order to avoid collinearity problem, while DunbWatson test was per-
formed against autocorrelation in the models.

The most important limitation of this research wdeta availability.
A number of explanatory variables were excludedabse the data was
missing either for the required period of time or &ll the observations.
This concerned especially intangible aspects (dwucation; R&D govern-
ment spending), but also trade (detailed produciioeh export values) and
labour market (data available for Botswana and SW).computations
were performed in Gretl software.

New structural economicsin sub-Sahar an context

New structural economics (NSE) are a voice in theket/state role debate,
which provides a certain view on the role of theegyoments to promote
development and enable required technology tramsfére most efficient
way, based mostly on the experience of Asian cam{Vwkovi¢, 2014,
Devarajan & Kanbur, 2013). NSE attempts to integistucturalism with
more traditional neoclassical thinking (Berglof, 180 p. 116; Fine & Van
Waeyenberge, 2013, p. 361, passim). According itothieory, industriali-
sation is the core of development policy agend#o(S#13, p. 326; Bruno
et al, 2015, p. 150). While “old” structuralism blamethrket failure for
distorting structural transformation, “new” strulism recognizes market
forces as driving force of transformation. Howevance the differences
between more and less advanced economies lie fierafit comparative
advantages arising from their respective endowrsguattures, appropriate
industrial policy is required to guide these fortewards the “right” sec-
tors, in which the country has its comparative atige (Lin, 2012). NSE
proposes a demand-side theory on the approprisadial and endowment
structure for an economy (L&t al, 2013, pp. 109-119)

The fundaments of structuralist hypotheses werendtated in the
1950s by economists such as Paul Rosenstein-Rdriagnar Nurkse,
W. Arthur Lewis, Hans Singer and Gunnar Myrdal @ef, 2015, pp.
115). They recognized the structural differencetsveen underdeveloped
and developed economies and emphasized the nestddy an economic
system in its totality. Latin American countriesre/do a large extent an
inspiration for those works. Market failures in guation of steady growth,
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inefficiency of price mechanism, and weak instdo8 hindering industrial-
ization and technological progress, were to be anrae by state involve-
ment in economy (Williamson, 2000; Devaragral,, 2001). Industrializa-
tion is considered crucial to include less devetbpeonomies in the benefit
from general technological progress (Prebish, 1$502). According to
Prebish (1950, p. 49), each country must be exairimerder to determine
whether its economic structure and existing coodgi make those ideas
practicable, or whether other ways of dealing \lid cycle must be found.
Hirschman (1984) adds that importing a set of tapkes from outside the
economy, which the economy knows nothing about, magt contribute to
its advancements (p. 91). This voice will be nexgmorted by the failure of
structural adjustment programs — regardless pdatiaq@asons — in ma-
jority of African states upon which they were impdgChauvet & Collier,
2009, p. 512).

The overall message of new structuralism is to nmthkegovernments
more respectful of markets and incentives; to spmater awareness of the
potential of government failures; and to focus #jmdly on market fail-
ures rather than vague shortcomings of the prisattor (Rodrik, 2011, p.
227). However, Rodrik (2011) warns that the mafkétires and appropri-
ate strategies to overcome them may not be eadly,tbddentify and to
introduce. In Rodrik’'s comment we can detect theegal idea to agree
with Lin’s main idea, and the general concern weetihose ideas are in
fact applicable in practice. So does Stiglitz, batputs more impact on the
government’s role, entrepreneurship, technology, laiman capital devel-
opment (2011, p. 230, passim; Shuaibu & Oladay@62f. 541). Fine &
Van Waeyenberge (2013, p. 361) find it less thémaky and practically
significant, though they admit Lin’s works to haseme influence on the
evolution of development economics, as they sayitiye of its origins,
and the weight these carry. What is also not irexduid the NSE, but adver-
tised by Devarajan and Kanbur (2007, p. 379), & tevelopment dis-
course, shall include the third element of civitisty, not stay focused
purely on market state nexus which dominates thia menking for dec-
ades.

Recommendations of NSE contradict the mantra toilste, privatize,
and liberalize, as it is considered potentiallyadigantageous for emerging
economies in the context of global trade (Stigl2@,11). The policies of
advanced economies in sectors such as agriculttnere a number of Af-
rican states finds their comparative advantagegodisige their perfor-
mance (Berglof, 2015). Unless these countries climta higher value-
added industries and diversify their exports, thay be trapped under the
convergence threshold (Stokke, 2004). Treating \Magsbn consensus as
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a set of commandments was considered as a tooogsngromise even by
Williamson (2004).

Understanding underdevelopment requires deep kuigelef the struc-
ture of employment and production, and why thesecires do not change
to eliminate the productivity gap (Berglof, 2015,121), as according to
Kuznets (1973) structural transformation is onethd main features of
modern economic growth. Lin builds on what Kuzredteady recognized:
the state’s role in the process, the importanc@ngfle authority, which acts
in the national interest, monitors and selectsnineessary institutional and
legal adjustments, and attempts to provide thegsropannels for econom-
ic advance while mitigating its adverse effects{Kets, 1977, pp. 9-10).

Based on laggard economies experiences, GollirPamnente (2002, pp.
160-164) suggest that low agricultural productivign substantially delay
industrialization. In their cross section studyerthis a negative relation-
ship between agricultural productivity and the shairemployment in agri-
culture. In turn, they have found a positive reaship between the growth
in a country's agricultural productivity and the vament of labour out of
agriculture, because countries experiencing ineeas agricultural
productivity are able to release labour from adtioe into other sectors of
the economy. Since the output per worker in noicaljure is substantially
higher than in agriculture, this transformationeafiployment increases the
average productivity (Gollin & Parente, 2002, p4)L6

The idea of new structural economics as advertigedn (2013, 2015),
is to go beyond neo-classical structural and neerdil approaches to de-
velopment, and acknowledge that the benevolergynméd and competent
state has a significant role to play as a leadehahge and as a cushion to
any market dysfunctionalities. At the same time, iinarket is fundamental
to resource allocation, innovation and industrigkdsity (Lin, 2012). State
is supposed to shape the strategy of growth arréataainy market failures.
It directs the economy to the latent comparativeaathge, which is the
neoclassical comparative advantage, but not egldiBejkora & Buryan,
2015, p. 1).

The endowment structure — labour, natural resouraed capital
— both human and physical — are dynamic in time @piesent the total
available budget that the country can allocatertmary, secondary, and
tertiary industries to produce goods and servitas & Treichel, 2012, p.
6). Convergence is possible once the industry/@olgy is aligned with
the economy’s comparative advantage (Lin, 20130F). The role of the
government, which is aware of the economy’ compagaadvantage, is to
provide soft and hard infrastructure in order tduee transaction costs,
compensate pioneer firms for externalities (suclnB@mation externali-
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ties) and temporarily protect infant industries.céss to information and
conscientious distribution of information amongkbsen agents is crucial
element of the theory (Lin, 2015, p. 161).

Therefore in Lin's NSE theory, it is assumed tlig state has a certain
capacity and motivation to act in a general intexdsthe economy as
a system. Therein lies the dilemma. In Africa,itofibns bear a systematic
and significant relationship to economic performar{Devarajanet al,
2001, p. 12; Batest al, 2012, p. 519). The region is generally condemned
by the quality of democracy and institution andraption indexes, which
put a number of countries it in the fragile stataglogue (Kekic, 2007, pp.
3-5; FFP, 2017). So from one stand point, can wWeed agree that the state
can assume the role of manager of change, suggesgteih, while from
the other — can it not be done? Structural adjustneeperiences have
shown that the liberalization check list — markell @o the rest, did not
work out (Stiglitz, 2011). It was largely becauserogenous rivalry inter-
ests and endogenous mismanagement, lack of saspbmsibility and
cohesion (Williamson, 2000). Experiences of sudoéssformers in sub-
Saharan Africa depict that the introduction of refe requires consultative
processes, which results in a broad consensugflom (Devarajaret al.,
2001, p. 11). Berglof (2015, p. 122) suggests thi@rventionist policies
may be necessary for economic development todayjsmore about how
to intervene then, if to intervene, and how to eashat such interventions
are not captured by particular interests.

Transition economies inherited distorted econontiactures resulting
from the attempt to defy comparative advantage uadeialism (Berglof,
2015, p. 116), while sub-Saharan economies inltedistorted economic
structures resulting from colonialism, which matiem the “periphery”
economies (as called in early structuralism thedrign many countries in
sub-Saharan region, the extent and nature of litistils is a consequence
of the “extractive institutions” policies imposeg the European settlers
(Acemoglu & Robinson, 2012, p. 3077). Heavy govezntnintervention
after independence in Africa was partly a reactmthe laissez-faire of the
colonial era. A number of conflicts and distortionsgovernance in the
region complicated the process of economic devedmpnDespite the fact
that in the literature on the relations of demogrand economic develop-
ment nexus, any such relationship is weak (Przedvetsal., 2000; Chau-
vet & Collier, 2009), certainly the quality of gawance rather than sup-
porting elites (Berglof, 2015), contributes to eoomnc performance.

Despite recent economic growth and raising investratiractiveness of
the region (Milczarek, 2014, p. 153), the poverag Imot declined enough,
especially in the aspects of agricultural produtstjvproductive employ-
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ment, education, and stubbornly high mortality sgf@evarajan & Kanbur,
2013, p. 12). Endowed with an unfavourable setifal conditions and
being peripheral to world’s economy, the region rbayunable to attract
a critical scale of industrial activities and, asne transition economies in
the Central Eastern Europewitness the collapse of their industrial bases,
drastically cutting local demand and setting reastrictions to efforts and
policies of indigenous growth(Kallioras & Petrakos, 2010, p. 678).

Generally, still majority of populations in sub-Sa&an region are em-
ployed in agriculture. In a number of states, ldirgetion of individuals is
engaged in farming, but the productivity of theiagtural sector is low
relative to the non-agricultural sector (Gollin &ogerson, 2010, p. 53).
Also, subsistence and partly subsistence agriekstitt dominates in the
region. According to Bates (2012, 2015), dictatorafrica in order to stay
in power were assuring the endorsement of militamg urban elites. Fa-
vouring the urban areas was depended upon thdity&bi demobilize the
rural electorate. This required keeping cheap impod food, maintained
overvalued exchange rates and subsidies or comnofeod prices, which
was undermining the local agriculture (Bates & Blo2013, p. 374). La-
bour market mobility, crucial for structural changgein some cases of the
region related to cultural and social aspects (Faka, 1992, pp. 77-78).

Sub-Saharan region can be considered as suffeongthe inability to
structurally upgrade from low value added to higiue-added production.
According to Lin & Treichel (2012), structural upgling requires invest-
ments in education, research and development, ysligal infrastructure.
On the other hand, failing to do so, may risk d#ustrialization which may
come as a consequence of rising competitive pregsumn China and other
fast growing emerging economies.

Economic development by African leaders

African best performing group is ahead of the sah&an region when it
comes to the human capital development reflectethéyaccess to educa-
tion and research activityThis may indicate that these states recognize
and support the process of industrialization bypsuing the quality of
labour force, which in turn may allow its mobilif@ollin & Parente, 2002;
Lin, 2012, p. 166). Not only the average literaayeramong adults and
youth in the leading group is exceeding regionafgumance, but also the

2 Lack of data availability did not allow to includeese factors into the model, however,
static data analysis allows to draw some openinmarks of this section.

555



Equilibrium. Quarterly Journal of Economics and Boonic Policy 12(4), 547-571

differences between them are not high (Table 3lidtvs a plausible con-
clusion that the access to the basic educatiomnmwon in the best per-
forming group. However, in order to climb to highedue-added activities
in the production process, also secondary andatgrgéducation must be
well-developed. The leaders are more advancedrapared to the regidn
however more effort is needed. Also, consideredvtiiae of GINI index
(Table 1), which indicates the presence of inetjaalithere is a risk of bias
in access to technical and higher education failpged groups.

When it comes to the scientific journals indicitere can see again that
the best performing group is outstanding the regjigerformance. This
indicator represents the existing stock of knowéedfgsorbed in embodied
and disembodied technology; it shows the overaltpctivity of research-
ers and reflects the capacity to transfer, diffus®] develop technology.
This capacity is rising in the region after 200@g(ffe 1). It varies across
the region (standard deviation 1469), but alsdenldest performing group
(4149), as South Africa is an outlier (9679). Otlee variable is trans-
formed toper capitavalue, the outstanding performance of the leading
group compared to region is confirmed, but the alisies within the group
are less important. Hence, the technological capacid readiness is far
more advanced in the sample group than in the memicaverage.

Compared to the laggard group and the regionabgeeralso the value
added per agricultural worker is significantly heghn the best performing
group (Table 3). Agriculture value added per woikeglicates the growing
productivity of the sector, a consequence of humad physical capital
quality. This may indicate the potential ability thie workforce to migrate
to other sectors (Gollin & Parente, 2002). The igidjroup performance
in this aspect suggests that the intangible agéatese countries are more
advanced than the regional average, which maytbepieted as a potential
source of their better performance. High per workkadue added in agricul-
ture seems to confirm the conclusions based ont#atearticles values.

Despite sharing important elements of economicesysthe best per-
forming group is not homogenous. Therefore, a ltemgn (1980-2015)

% The regional mean as shown in Table 3, and thimas may be higher than in the re-
ality. It was based on available data, whereasmbeu of countries does not provide such
information. In these countries access to tertedycation in generally lower and if would
be included, probably would further decrease tly@oral outcome.

4 patent registration in used as an indicator dinetngical advancement, however this
data is not available for the sample. Scientificl aechnical journal articles refer to the
number of scientific and engineering articles palid in the following fields: physics,
biology, chemistry, mathematics, clinical medicitéomedical research, engineering and
technology, and earth and space sciences.
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analysis of their structures will be followed byiardepth individual policy
discussion (2000-2015).

Clearly there is a difference between South Afacal the rest of the
sample, but also among Botswana, Gabon, and Namibian it comes to
the sectoral structures and trends in their ecoeenGDP value of Bot-
swana, Gabon and Namibia accounted for 12% of Safitban GDP val-
ue in 2015. Considerably less people are emplayedjiiculture sector in
South Africa than in Botswana, Gabon, and NamiBsuth African agri-
cultural employment has fallen after the minimumgerdegislation was
introduced in the beginning of 2000 (Bhoeatal, 2014, p. 1416). As men-
tioned before, the size of South African economydarpasses the other
economies in the sample. South Africa is also naaheanced in structural
transformation and replacing industry with serviaeshe GDP composi-
tion. In South Africa and Namibia, the share ofvemrs in GDP has sur-
passed industry. In Botswana this happened onllgarturn of the century.
However, while in South Africa and Botswana thegass amplifies, in
Namibia it advances at a slower pace (Figure 2).

In Gabon, on the other hand, a moderate increaseastry is observa-
ble in 2001-2015, while the services importancesduoat rise (Figure 3).
This tendency reversed after 2011, since serviegted to grow, but it is
hard to predict whether this trend will continu@oking into the past expe-
riences, it may be a temporary turn and a consegueihdropping prices of
oil. Gabon depends on raw material exports, eslheda fuels. In Figure
3, a steady decrease of agriculture share in GPBdgsrvable. It may not
necessarily be a positive trend, especially thatalgure was contributing
to the overall growth when oil prices were droppingsabon. Bearing in
mind that the decrease of agriculture importanespite its growing value
added, is not followed by the increase of the mactufing, we may as-
sume either the flow of labour to services (whiculd be positive) or to
industry (which can be positive, but also negativeads to more depend-
ence on oil extraction).

A correlation matrix of GDP per capita and dependadables was
computed for each country individually in a longnte1980-2015. De-
pended variables of GDP per capita are summarizd@ble 4. In the case
of Gabon, some computations were not available usecaf limited data
availability. The results reveal structural changdiience especially on
Botswana, Namibia, and Gabon. As reasonably exgeptesitive and sig-
nificant impact of growing value added of all sestwas found. However,
it was quite surprising that a reverse trend wasdofor Gabon. However,
when a short data analysis was tested (using teergdtions 2001-2009),
a positive correlation was found with increasindustry and manufactur-
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ing value added also in the case of Gabon. Angibsitive and significant
detected correlation is the number of scientifiickrs per capita, which
may approximate the level of technology absorpti@pacity in the econo-
my, as noted before. This would support the vieat the best performing
countries increase their level of technology, whitdly indicate state’ focus
on technology promotion in their development stygte

The differences appear when the sectors’ valuecattiéhe GDP com-
position is compared. While the decreasing rolagrfculture, expected in
the scope of new structural economics, appliesllicases, the share of
industry is growing in Namibia, while decreasinggiotswana. This may be
explained by the countries’ characteristics. Botsaves highly dependent
on diamond industry, so decreasing the significamicéndustry and in-
creasing of services may indicate a shift of ladouce and diversification
of economy. On the other hand, Namibia increasem@omes from indus-
try, including mining, as the sector has beenyagebwing in the country.

The structure of South African economy seems mest with no
movements importantly influencing the GDP per caplowever, it is
noteworthy that the level of GDP per capita hasinoteased as signifi-
cantly as in other countries in the sample, ingtuelied period. The South
African economy started from a higher level of degenent and industrial-
ization. Most influential for South African develoent seems to be the
increasing agricultural value added per worker sgidntific journals, but
also natural resources rent, trade value, andcgsrwialue in trade, in rela-
tion to GDP. It appears that raising the produttiaf exploited endow-
ments is the way to increase the GDP per capifi@srstate in the long run.

Therefore, in the next step of the research, basdtie correlation ma-
trix individual OLS models were estimated. Since ¢joal of the paper was
to analyse structural changes of successful ec@rtime span was re-
duced to recent policies. Considering the changdewvelopment agenda
after the lost decade of the nineties’ it seemedersaitable to analyse the
post Millennium Summit period. The time span usaded for individual
cases based on data availability.

South Africa model depicted a strong 0,99 R-squaedde. In the Dur-
bin-Watson statistic test, the presence of autetaron (a relationship
between values separated from each other by a gimenlag) in the resid-
uals (prediction errors) from a regression analysis not detected as the
value level was 1,99; also the collinearity problas not observed (Table
5). A positive and strong correlation of the vahaded of manufacturing
was found. The negative impact of industry valudeadto % of growth
was also revealed by the model. It can be intezdréitat the growth result-
ing from industry has a negative impact on GDPen gapita terms. Posi-
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tive effects of decreasing role of industry in GBRy further explain the
negative effect of trade, as the exports are lgrdepending on the mining
industry. The results indicate positive impact méreasing manufacturing
activities, which are higher value-added activitilean i.a. mining for the
South African economy.

R-squared value in Botswana regression model haslexd significant
correlation (0,99); variance inflation factors valwas acceptable, and the
autocorrelation was not found (1,89 Durbin-Watsaiug; rho 0.031).
A positive and significant correlation with incre@as value added per
worker in agriculture, and value added of serviaed industry were found.
Given that based on the descriptive statistics igdligehe share of industry
is lowering towards services sector in Botswana,diamond trade persists
to be a crucial source of GDP income (Table 6). &&e assume that the
development in Botswana is tied with the extractdmatural resources,
however positive structural change in the economryehalso been intro-
duced. Certainly, the positive performance of adtice indicates a posi-
tive transformation of the economy.

In the correlation matrix, significant and positivepact of increasing
technological potential with economic developmenswevealed for Bot-
swana. A model taking into account the increaseapmological progress
instrumented by the logarithm of scientific jouharticles per capita has
confirmed the positive impact of both researchetgmtial and services on
GDP per capita (Table 7).

The OLS regression model for Gabon passed the Ddkatson auto-
correlation test (1,89) and the no collinearityljemn was observed. In the
model, the data for period 2001-2014 was analyfbd.wodel was well
fit, with 0,91 R-squared value. The results of dstimation have revealed
a positive impact of services commitment to anmualth and increase in
absolute value added of industry. Also loweringuralt resources rent in
the GDP seems to be positively correlated with Gig#P capita in this
country. This may suggest that with decreasingegriaf oil, the country
profits from the services sector.

In the Namibia model, the R-squared value was (0gd0), variance in-
flation factors values did not raise the collingaproblem, as no autocorre-
lation was detected (2,04 Durbin-Watson value; #®022). A significant
correlation with increasing value added of serviaad natural resources
rents on GDP per capita in Namibia. It reveals thatNamibian economy
profits from the natural resources rents, the gngwialue added per work-
er in agriculture, and the increasing value of iz Namibia, being
a large but low populated country with stable deratic system, is strong-
ly connected with the South African economy (indegence from 1990),
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and its mining industry is still expanding. In Néomai, the role of tourism is
also important, and with political stability futurecome from this sector
may also be expected.

Discussion

Berglof (2015) found that the emphasis of econastiigcture change with-
out enough emphasis on institutional change isdesirable for African
development. Learning from the European transig®perience, he sug-
gests that long-term stability of economic reforo@ only be ensured
when accompanied by political reforms. In the némuctural economics,
this has not been put as a primary concern, wii¢hrn makes it question-
able, if these can indeed be applied for the sutasBa@ region. Among the
leaders of economic performance, South Africa, Batge, Namibia, and
Gabon all relatively stable and democratic statesfaund so far. It con-
firms, that in the sub-Saharan context, chancessore sustainable growth
are better, once sound domestic policies and utistits are established
(Devarajaret al,, 2001, pp. 4-40; Kose & Prasad, 2012).

Impositions of changes is much more complicateal state is boarder-
ing unstable neighbours. Failing states inflictyéarge costs on their
neighbours (Chauvett al, 2010, 976-977). It appears that the southern
part of Sub-Saharan Africa has become a hub ofamndevelopment,
which definitely profits from the relative stabjlitin the past, South Africa
alone was the outstanding performer in the rediom.today the group of
leaders has grown. President Mugabe’s stepping dovate 2017 presents
an opportunity to further enlarge the southern siuahge.

The results of this study imply that structural mipa in best performing
economies is not a parallel, but individual processich is possible be-
cause of the endogenous capacity to guide chamngesCalderén, 2009;
Bruno et al., 2015). Development indeed follows structural clearad
good governance seems to enable the process (Eakz). However, it is
not evident if the paradigm of NSE goes any furtiemn the endogenous
and neo-classical theories of growth already wieng way which would
provide a break in the development policy implicas for the region.

Also, technology is a significant factor in thededs performance; it is
positively correlated with economic development, &igo with the increas-
ing role of services and decreasing role of agmicel sector to GDP
(though positively with value added per agricultuvarker).

Sub-Saharan African states are depending on timeiovement struc-
tures rather than managing them. Countries riamainral resources, profit
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from raw material exports and do not diversify thetonomies enough,
despite the fact that the dependence on indussealjice and agriculture
sectors as GDP components varies across the refimnexperiences of
best performing economies analysed in this studywshthat there is no
uniform way to develop. As Birdsadt al. (2005) claim, the most success-
ful development stories have been based on inn@vablicies, often het-
erodox. African best performers experiences insanlkthis thinking.

Conclusions

In this research four best performing sub-Sahammtties performance
was analysed. Relative advantage in human cagitdleobest performing
countries implies that successful growth strateggegiire inputs to educa-
tion, which in turn increases labour productivitgydamobility towards
higher value-added sectors of economy. Howevempitdeselative homo-
geneity of the leaders towards the region, whichksaut their potential of
development, absolute heterogeneity was found mvithe group. In Ga-
bon, the distribution of income favours social urgibn, Botswana seems to
undergo most intensive technological change, andhSafrican economy
is outstanding due to the size, attained levetrotctural transformation and
industrialisation. Each of the leaders is in aeat#ht stage of structural
transformation and the process proceeds at indiVigace.

Since three out of four best performing countriesfaund in the south-
ern corner of Africa, a positive impact of the kesg South African econo-
my on bordering Namibia and Botswana’s developnpaths can be as-
sumed. Therefore, we can conclude that the cosnini¢he sub-Saharan
region may profit from the proximity of large anelatively stable econo-
mies.

The regression analysis for the sample countriesréngealed that there
is no common way of economic development, evenirmlaa economic
environment of the region. Depending on individeatiowment structures
and the level of attained industrialization, diffet policies are required.
The fact that the more advanced South African exgnprofits from the
increasing value added of manufacturing, while otsBrana and Namibia
the positive increase of services has been revealbsl to ask a crucial
guestion for African development. Does it mean that new leaders will
not industrialise or does it mean that new sequehcaructural transfor-
mation requires first the rise of services and mextufacturing?

Despite the fact that Botswana, Namibia and Sotititas value added
of industry to GDP is comparable, in Botswana trengh of industry sec-
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tor is positive, while in South Africa decreasinglustry contribution to
annual growth has a positive impact on developm8ntith Africa and
Gabon seem to depend on natural resources re@®mtoo much, which
in the case of Gabon is additionally reflected ipasitive impact of in-
creased contribution of services to annual groRthusibly, while decreas-
ing raw material prices influence the natural reses rents contribution to
GDP, the services sector accounts for the growtléabon. Botswana
seems to be managing natural resources rents iosa efficient way; in-
creasing technology which enables the transformatib raw materials
makes it less dependent of global prices and demand

It was found that the increase of value added pwkev in agriculture
contributes to economic development in best perfogneountries. Hence,
increasing productivity of agriculture seems impaottpolicy implication
for Sub-Saharan states. Based on the results,dlegjynprogress is crucial
for the structural transformation and economic twment. However,
reaching to the frontier of world technology re@sitintensification of re-
search and higher and technical education to imgh¢rmstitutional ar-
rangements and policies facilitating entry and ekiirms and investments.

In the future research, it would be interestingextend the analysis on
the structure of exports and imports from bestgrering countries. Also,
research of the factors which contribute to stmattehanges will follow
this study. It may be necessary to concentrateaisvigana and South Afri-
ca, as more data is available for these counthkseover, it would be
useful to conduct case studies analysis which wallttlv to deepen the
policy implications for individual cases.
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Annex

Table 1. Rationale for choosing best performing economiespda group for the
research (2014 data, unless otherwise stated)

Country: SA Gabon Botswana Namibia Regional*

HDI index 2014 0.666 0.684 0.698 0.628 n.a.
GDP per capita 7593 10 752 7080 6000 1660
GINI indeX 63.38 42.18 60.46 60.97 4398
Growth raté 1.10 0.92 2.70 3.01 2.00

Agri. % emp® 4.6 24.2 26.4 31.4 49.41
Agri. va % GDP 2.37 4.69 2.41 6.69 17.50
GCl rank 2015 85 103 71 49 -

* Regional average - based on WDI data for sub-@ahi@gion aggregate.

3_ 2015 data, const. 2010 UShxata respectively for: 2011, 2005, 2009, 2009;mean
per capita growth rate (annual %) in 2006-2015¢ata respectively for 2014, 2005, 2010,
2015, aggregate data was computed as a mean dvailgble latest data from 2005 (28
observations were found);: Agriculture, value added (% of GDP).

Source: own elaboration based on GCI (2016) and (®017).

Table 2. Explanation of data used for OLS regression models

Variable

Long definition

Agri_va_per_worker
Agri_va_of_GDP
Agri_va_% growth
Agri_va
Industry_va_of GDP
Industry_va_ % growth
Industry_va
Services_va_of GDP
Services_va_% growth
Services_va
Manufact_va_of GDP
Manufact_va_ % growth
Manufact,va

Natural resources of GDP
Trade of GDP

Agriculture value added per worker (constant 20B$)J
Agriculture, value added (% of GDP)

Agriculture, value added (annual % growth)
Agriculture, value added (constant 2010 US$)
Industry value added (% of GDP)

Industry value added (annual % growth)

Industry, value added (constant 2010 US$)
Services, etc., value added (% of GDP)
Services, etc., value added (annual % growth)
Services, etc., value added (constant 2010 US$)
Manufacturing, value added (% of GDP)
Manufacturing, value added (annual % growth)
Manufacturing, value added (constant 2010 US$)
Total natural resources rents (% of GDP)

Trade (% of GDP)




Table 2. Continued

Variable Long definition
Trade in services (% of GDP)
Scientific and technical journal articles per capit

Trade in services of GDP

Scientific articles pc
Note: Industry comprises mining and quarrying, nfacwring, electricity, gas and water.
Manufacturing is the physical or chemical transfation of materials of components into
new products, whether the work is performed by pevdeiven machines or by hand,
whether it is done in a factory or in the workérsne, and whether the products are sold at
wholesale or retail. Included are assembly of camepo parts of manufactured products and
recycling of waste materials (ISIC, 1990).

Source: Regional average - based on WDI data fmSaharan region aggregate.

Table 3. Human capital indicators in best performing vs.ioagl and laggard
group countries performance in sub-Saharan Afric20il5

Country group: Best performing Sub-Saharan Laggard group*
HDI 2014 index 0.669 0.518 0.370
Adult literacy**mean 89% 67% 42%
- stand. dev. 4 20 20
Youth literacy*** 95% 76% 52%

- stand. dev. 3 19 25
Secondary edu.*a 78% 54% Na
Tertiary educ.* 14% 10% Na
Scientific journals 2494 424 16
Scientific journ. pc 8,05x1D 2,11x1C 2,28x1¢f
Agri_va 4338 1222 1041

*Lowest HDI performance countries: Niger, Centrdtiéan Republic, Eritrea, Chad.

** Adult literacy rate, population 15+ years, batbxes (%), 2015 data.

*** Youth literacy rate, population 15-24 years, batkes (%), 2015 data.

Agriculture value added per worker is a measuragpicultural productivity. Value added in
agriculture measures the output of the agricultsegtor (ISIC divisions 1-5) less the value
of intermediate inputs. Agriculture comprises valagded from forestry, hunting, and
fishing as well as cultivation of crops and livest@roduction. Data are in constant 2010
U.S. dollars.

& - secondary education enrolment, grossb%tertiary education enrolment, gross %:;
data for 2013, latest availabfe:- data not available for Eritrea.

Source: own elaboration of WDI data (04.01.2017).



Table 4. Correlationof depended variables with GDP per capita (cons2@ii0
USD) based on individual best performing sub-Sahaoantries models

Country BWA? GABP NAM® SA¢
Agriperworkerconstant2010US 0.21 -0.71 0.13 0.70
Agri_va_of_GDP -0.83 na -0.61 -0.35
Agri_va_annual % growth 0.08 0.11 -0.38 0.08
Agri_va 0.87 -0.70 0.43 0.58
Industry_va_of GDP -0.73 na 0.67 -0.19
Industry_va_annual % growth -0.46 0.26 0.14 0.15
Industry_va 0.96 0.13 0.99 0.78
Services_va_of _GDP 0.87 na -0.47 0.21
Services_va_annual % growth -0.27 0.09 0.41 0.28
Services_va 0.97 -0.52 0.98 0.70
Manufac_va_of GDP 0.25 na 0.45 -0.64
Manufact_va_annual % growth -0.09 0.36 -0.14 0.09
Manufact,va 0.97 -0.59 0.95 0.73
Natural resources of GDP 0.36 -0.18 0.21 0.81
Trade of GDP -0.46 0.53 0.55 0.82
Trade in services of GDP -0.67 na -0.63 0.60
Scientific articles pc 0.89 -0.34 0.78 0.87

a - observations 1980 — 2014 5% critical value {taited) = 0.3338 for n = 35;

b - using the observations 1981 — 2014 5% critiesie (two-tailed) = 0.3388 for n = 34;
c- using the observations 1990 — 2014 5% critiedle (two-tailed) = 0.3961 for n = 25;
d - using the observations 1980 — 2014 5% critiaflle (two-tailed) = 0.3338 for n = 35;

Table 5. OLS regression model of GDP per capita in SoutlicAfin 2000-2013

Variable Coefficient  Std. Error t-ratio p-value VIF
const 1943.17 166.178 11.6933 <0.0001
Manufact_va 1.3522e-07 4.99226e-0927.0859 <0.0001 2.326
Industry_va_%growth —26.7582 5.75053 —4.6532 0.0009 1.025
Trade of GDP —20.1896 3.98968 —5.0605 0.0005 2.352

OLS using observations 2000-2013 (T = 14)

Source: own elaboration based on WDI 2017 data.



Table 6. OLS regression model of GDP per capita in Botswid8v—2014

Variable Coefficient  Std. Error t-ratio p-value VIF
const 920.007 234.69 3.9201 0.0015
Agri_va_per worker  0.954824 0.222742 4.2867 0.0008.643
Services_va 6.10943e-08.29508e-09 26.6196 <0.0001 2.240
Industry va 9.84287e-08.55578e-09 15.0140 <0.0001 1.570

OLS, using observations 1997-2014 (T = 18)

Source: own elaboration based on WDI 2017 data.

Table 7. OLS regression model of GDP per capita in BotswE®@/7—2014, with
alternative variables

Variable Coefficient Std. Error t-ratio p-value VIF
const 15129.1 4496.12 3.3649 0.0063

Scient_log 1163.21 452,146 2.5726 0.0259 1.591
Services_va 3.29e-07 4.33e-08 7.5930 <0.0001 1.591

OLS, using observations 1997-2014 (T = 18)

Source: own elaboration based on WDI 2017 data.

Table 8. OLS regression model of GDP per capita in Gabori20014

Variable Coefficient  Std. Error  t-ratio p-value VIF
const 7654.67 844.749 9.0615 <0.0001
Services_va_% growth 71.2914 15.424 4.6221 0.0009 .6901
Natural resources -50.8327 11.4566 -4.4370 0.0013 1.809
Industry va 2.40599e-09 3.4254e-010 7.0240 <0.0001 1.093

OLS, using observations 2001-2014 (T = 14)

Source: own elaboration based on WDI 2017 data.

Table 9. OLS regression model of GDP per capita in Namibiz997-2013

Variable Coefficient Std. Error t-ratio p-value VIF

const 1517.15 294.793 5.1465 0.0002

Natural resources 91.6273 20.1571 4.5457 0.0005 661.5
Services_va 6.34e-08 3.07e-09 20.6848 <0.0001 1.636
Agri_va_per_worker 0.12559 0.06818 1.8420 0.0884 122.

OLS, using observations 1997-2013 (T = 17)

Source: own elaboration based on WDI 2017 data.



Figure 1. Scientific articles per capita and population gtovih sub-Saharan

Africa in 1986-2013
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Figure 2. Industry and services shares in GDPSouth Africa, Botswana, and

Namibia in 1980-2015

1980
1982
1984
1986
1988
1990
1992
1994
1996
1998
2000
2002

Industry

80
60
40
20

South Africa

2004
2006
2008
2010

2012

2014

Services, etc.

1980
1982
1984
1986
1988
1990
1992
1994
1996
1998
2000
2002
2004
2006
2008
2010
2012
2014

Namibia

Botswana

Industry

|

—— |ndustry

Source: own calculations based on WDI (2017).

Services



Figure 3. Structure of GDP ittabon in 2001-2015
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Source: own calculations based on WDI (2017).





