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Artificial Intelligence has made impressive progress in the past few decades, and, especially 
in the last couple of years, so many different systems able to simulate human response 
in a  very realistic and coherent way have been made available to the general public. 
This has opened the road to new possibilities for the use of AI in a  variety of contexts, starting 
from the use of generative AI to the shortening of otherwise long working tasks (such as 
programming). However, it also created unforeseen issues that have yet to be addressed, 
since there is a  lack of legal and ethical guidelines for the use of these new AI tools. 
This article analyses some of the most controversial applications of these new AI systems, highlighting 
both problems and ethical concerns, as well as the possible ways in which they can be dealt with in the 
future.
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Introduction

Machines that can act and interact like humans have always been in the human 
imagination, as much of the sci-fi literature can prove, but in the past few years, they 
seem to become increasingly close to reality.

While there are no sentient robots or anything similar yet, the field of Artificial 
Intelligence has made great strides in the last decade and now AI is becoming increas-
ingly present in our daily life.

But what is AI exactly?
The Oxford Dictionary defines Artificial intelligence as the “study and develop-

ment of computer systems that can copy intelligent human behaviour”. This includes 
visual perception, speech recognition, decision-making, and translation between lan-
guages. Even though it may seem like a futuristic concept, it isn’t.

The first article on how to create intelligent machines was written by Alan Turing 
in 1950 (Turing, 1950), who also created the imitation Game (also called the Turing 
test) to test machines’ intelligence. The term Artificial Intelligence per se was created 
only 6 years later in an 8-week-long summer project at Dartmouth College, where 
researchers from different scientific areas put their minds together to create a new 
line of research aimed at building machines that would simulate human intelligence 
(Haenlein, Kaplan, 2019).

Scientists have been working on the development of AI since then and, while some 
important results have been achieved in the early years, the most impressive jumps 
ahead are way more recent, and have become possible due to the advent of Artificial 
Neural Networks and Big Data.

Now AI is employed in various applications, from customer service to education, 
entertainment, identification systems, speech recognition, language translation and the 
list goes on. Even very sensitive fields have seen increasing employment of AI, like 
healthcare, employment decisions and even art, raising different types of concerns.

While it is clear that AI is a very powerful tool capable of improving and speeding 
up many tasks and is now part of our daily lives, it does not come without different 
types of concerns that ought to be taken into account when using it.

This article aims to analyse some of the most controversial uses of AI, pointing out 
both the advantages and issues brought by the use of these new AI-powered products, 
as well as the actions that must be taken to ensure their ethical use.
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Bias, Privacy and Explainability: AI in decision-making processes

One of the most interesting and controversial applications of AI nowadays is in the 
context of decision-making processes, which are used in many different fields, from 
employment and business to healthcare.

The main feature of AI is its ability to learn, but to do so it requires data to train on, 
which is why the era of big data allowed AI applications to progress so much. 

This implies that one of the most important limitations is that every model that 
requires training is going to be just as good as the data that is trained on, which raises 
many different issues.

One of the most relevant is the possibility of making biased decisions that reflect 
the hidden biases in the training datasets themselves. 

An example of this was the AI recruiting tool that Amazon was trying to de-
velop around 2014, which turned out to not select employees in a gender-neutral 
way when it came to software developer jobs and other technical posts (Dastin, 
2018). This was because the data on which the model was trained showed male 
dominance in the tech industry, which brought the model to penalise resumes not 
coming from men.

The aforementioned case is just one example of how an AI tool trained on a biased 
dataset can have a very negative influence and enlarge the gap between social groups 
instead of improving fairness. While Amazon stated that this recruiting tool was never 
used and the project was abandoned, there are other areas in which AI is still going to 
be used for decision-making. One of them is Healthcare.

Healthcare is one of the most delicate and complicated fields in which AI could be 
employed. In healthcare, the risk of making wrong decisions, like giving incorrect diag-
noses and treatments, which will deeply influence the lives of patients is a notable and 
constantly present problem. When AI is introduced in the decision-making process, the 
risk is exacerbated and becomes more controversial since, for example, a wrong deci-
sion could also result in biases in the dataset on which the models are trained.

There are so many different cases and causes for the patients’ illnesses that usually 
the training data is not able to represent all the variations and complexities in the health 
problems of the patients because it is simply not large enough (Wang, Preininger, 2019).

Moreover, most of the medical data and the treatment protocol available on which 
the models can be trained are more likely to exist for illnesses that usually affect white 
men, since most of the studies and clinical trials are made on this group. This means 
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that algorithms trained on such data will most likely make poorer predictions for other 
groups (black people, women, youngsters etc.). This is not only a health issue because 
it means that patients belonging to other groups will receive worse care, but, since 
healthcare is a way to promote social justice, it will increase the gap between the 
different social groups. There is a real risk of overfitting the model to a dataset that 
does not represent the actual population (Morley et al., 2020). Overfitting means that 
the algorithm would be tuned too finely to the data available in the training set and in 
turn will lead the model to perform more poorly on new data, meaning that the model 
will not be generalizable, and its output cannot be used for data that are different from 
the training set. If an overfitted model is used for data different from the training ones, 
the results are going to be very poor and, when talking about such sensitive areas of 
application, also dangerous.

Moving the focus from the individual-based level to policy decisions, when AI 
is used to predict illness trends to deploy resources in the best possible way, there is 
a risk that the models are susceptible to distortion, which could lead to wrong predic-
tions. An example of this is the case of the Google Flu trend in 2013 (Vayena, 2015) 
when the algorithm overestimated the spread of influenza because it misclassified 
illnesses with similar symptoms as confirmed cases of influenza.

While overestimating may not seem a great problem, we have to keep in mind 
that the system is constantly learning from the data that it receives on the perfor-
mance of the measures employed. This means that a  misguided intervention not 
only means a non-optimal use of resources but also can affect how future interven-
tions will be carried out and how many resources will be made available for similar 
scenarios (Morley et al., 2020).

This use of AI for predicting events is not only employed in healthcare but also 
when it comes to the justice system for predicting crime rates in different areas, de-
ploying resources, organising policing and deciding on specific criminal cases.

As it is possible to imagine, also this application is extremely controversial given 
the extremely biased nature of the datasets made by criminal records, which are fed to 
models that will in turn, give output that is most likely to discriminate against minori-
ties that have been believed to be more prone to crime and which as consequences had 
run into more legal problems.

These policing algorithms are among the ones that Cathy O’Neil describes in her 
book “Weapons of Math Destruction” (O’Neil, 2018), in which she illustrates how 
Big Data is sometimes used to increase social injustice and threaten democracy.
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What these dangerous applications of Big Data that she describes have in common 
is this hidden bias that comes from the datasets from which the models have been 
trained, but also their opaqueness.

Opaqueness is one of the issues concerning many forms of AI and is also described 
as the “Black-box problem”. 

The term Black box comes from the flight recorder machine, but it is now used as 
a metaphor to describe systems that work in a hidden way that is not easily possible 
to understand.

This is the case with most of the AI algorithms, like unsupervised machine learn-
ing, Artificial Neural Networks and most deep learning approaches, since it is incredi-
bly hard even for experts to decipher how these algorithms learn and produce outputs. 

While these methods usually prove to be very effective, they do not explain how 
conclusions are reached, raising transparency, accountability and responsibility is-
sues, especially when they are applied to social problems.	

The delicate nature of the areas in which these approaches are used (analysis of 
health conditions, job applications, prison terms etc.) stresses the need for transparen-
cy in the decision-making processes to avoid decisions that are detrimental and unjust. 
This is why some algorithm decision-making systems are now including, together 
with the black-box AI model, a second AI model that can explain the black-box out-
puts. 

While this seems an easy solution, explainable AI models have been accused of 
low fidelity and of not being able to properly capture how a black-box system forms 
its decisions (Peters, 2022).

Explainable AI (XAI) is the research field that was born out of this need to have 
understandable AI approaches and, as the name says, explainable.

However, XAI does not come without its challenges, which depend both on the 
people and on the nature of the data. Most people will lack the expertise to understand 
the explanations. Moreover, even when some variables are left out to avoid bias in 
data such as racial profiling and discrimination in general, the algorithms can still 
make biased choices because the excluded characteristics can be reflected in other 
variables. For example, race or income level can be inferred by addresses or gender 
can be inferred by the schools attended. 

Another challenge lies in the fact that, given their learning nature, algorithms are 
not static but change over time, which means that the explanations also need to be 
dynamic since they can become obsolete. Moreover, since the data are collected from 
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different sources, the decisions made by the AI are also influenced by multiple algo-
rithms, which are involved in the original data generation and extrapolation process, 
and contexts, which interact and can interfere with one another and make the expla-
nation more complicated. 

More difficulties come from the nature of the problems addressed as well because 
they tend to be ambiguous, and the outputs tend to be context-specific, so elaborating 
a general explanation of the AI algorithms and their decision systems that goes beyond 
the specific application and can explain the general working of the system becomes 
trickier. Moreover, the fact that the causality between input and output is explained 
does not necessarily mean that the algorithm is using that causality to reach its deci-
sions, since its internal workings could follow a completely different learning path. 

Lastly, even if an explanation for the algorithms could be found, there would still 
be the need to check that it stays the same over time as not only the algorithm’s mech-
anisms but also the explanation of its working itself is subject to changes over time 
(de Bruijn et al., 2022).

Therefore, XAI aims to create more transparent and less opaque AI approaches, 
but it might not always provide acceptable explanations or increase the level of trust, 
on the contrary, 

it might even produce the opposite results. The relationship between transparency 
and trust is not straightforward, and knowing exactly how a system is using the data 
fed to it might make users more sceptical and worried about their data usage.

AI needs to be trusted to be used, especially since it handles a lot of data, which is 
often extremely personal. This is particularly the case of healthcare applications since 
patients and their data are extremely linked and, moreover, individuals are encouraged 
to share more and more information about their health. Who has access to these data 
and how they are used and shared through many different institutions and for which 
purpose is a matter of extreme importance, which makes Privacy and data handling 
one of the main concerns about AI. 

The first privacy-related concern is how data is acquired, since in this new techno-
logical age, every human creates more data than he is aware of and this information 
can be used in ways that are not known or clear to the person from which the data are 
taken. 

The way these data are used raises additional concerns, since they can map health 
problems just as well as someone’s behavioural habits and preferences (Li, Zhang, 
2017). Moreover, since AI usually employs cloud computing, cybersecurity and pos-
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sible data breaches are other concerns that need to be kept in mind, not only when 
thinking about AI in decision-making, but in general when dealing with applications 
that require and produce a lot of data.

Generative AI, opportunities and controversies

AI has been used in a  variety of fields, raising several different issues, but the 
application that attracted more attention and created more debate recently is for sure 
Generative AI.

Generative AI can be defined as a type of Artificial intelligence that, when given 
a prompt, can create text, images etc.

The most well-known example is ChatGPT, the AI chatbot developed by OpenAI 
that became incredibly popular at the end of 2022.

This chatbot makes use of a type of models called Generative Pre-trained Trans-
formers (GPT), which are a type of Large Language Models (LLM) that pre-trains on 
a large amount of text data and then fine-tunes on specific tasks, like question-answer-
ing or text classification (Ray, 2023).

During the pre-training, the model uses as sources a copious number of web pag-
es, articles and books in an unsupervised way, which means it does not require hu-
man-imputed labels or annotations. In this phase, the model learns to recognise and 
generalise language patterns, which it will then use to predict the next word needed in 
a sentence given the previous ones.

There have been many different versions of the GPT model since its first release 
in 2018 and the famous ChatGPT, released in November 2022, is built upon GPT3.5 
and GPT4, making it able to create coherent and realistic responses in conversation 
settings.

While ChatGPT still requires very clear and specific prompts to create meaningful 
answers, it can understand the context in text-based conversations, produce linguisti-
cally coherent, correct and context-accurate responses, and it can be adapted to vari-
ous tasks.

These characteristics, together with the lack of need to be trained for new tasks and 
its scalability, make it a very attractive tool to use in many different contexts, from 
education to content generation or even programming and code writing.

If these types of chatbots can be so helpful in diminishing and speeding up work-
loads, why are they also controversial? 
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Some of the issues are the same as explained above for the case of decision-mak-
ing AI, like the risk of biases in the source material which can be spread by the model: 
the output generated by this type of application is going to end up in the source materi-
al as well, propagating any bias. This is of particular concern when such tools are used 
in fields like research, where the risk of biased outcomes must be carefully addressed.

Moreover, there is a need for quality assessment of the generated results as GPT 
models create very coherent responses that can be both high-quality or very low-qual-
ity or inappropriate depending on the case (Dwivedi et al., 2023). 

This is true also because being trained on a very large amount of data, there is 
a high risk of overfitting, which means that the generalization ability of the model 
needs to be constantly monitored and improved. In a similar way, there is a need to 
check the factual accuracy of the chatbot responses since this type of language models 
might generate text that is not reliable, accurate and in some cases even fake.

A  practical example of these not usable and misguiding outputs can be found 
in asking ChatGPT for references (e.g., peer-reviewed papers) on a  specific topic 
since when it is not able to provide them, instead of stating so the model fabricates 
good-sounding but fake references (Hillier, 2023). The fact that these chatbots can 
make up responses when unable to give a satisfying answer to the user highlights how 
great the need for GTP-generated responses must be carefully analysed before being 
used.

Other challenges of GPT models are also common to the decision-making AI ap-
plications, such as the explainability issues, since these models are hard to interpret 
and explain, or the privacy concerns, which come from the fact that these models 
access a very large amount of data from many different sources, raising concerns on 
how these data are obtained, stored and used.

Another source of preoccupation is the risk of overreliance on these models as they 
become more advanced, which could reduce critical thinking and individual prob-
lem-solving skills (Ray, 2023).

Generative AI also has to face safety concerns since it can create harmful content 
like hate speech or fake news and, moving from ChatGPT to other types of generative 
AI, also deepfakes.

Deepfakes are videos created with the use of Machine Learning algorithms super-
imposing the expression of one person onto another one’s face or using existing vid-
eos of someone and reverse engineering their speech to have them say anything. The 
results of this AI application can be very realistic, and most people can have trouble 
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understanding whether they are looking at a real video or a deepfake. This affects the 
perception of true and false and the confidence and trust in news on social media and 
on the internet in general. 

An example of how dangerous deepfakes can become is the incident that happened 
on February 3rd 2023 in which a deepfake video of US President Joe Biden making 
a transphobic speech went viral on Instagram (Hudnall, 2023). 

Online civic culture is damaged by such a climate of lack of trust: users will be less 
likely to behave collaboratively and responsibly towards others when sharing news 
themselves as well (Vaccari, Chadwick, 2020). Citizens might also just start missing 
news altogether to avoid this uncertainty.

Deepfakes are not the only visual outputs created using Artificial intelligence. Ope-
nAI has also created a system for creating images from a text prompt called DALL-E 
and, even though there are limitations on the number of images generated for free, its 
main perk for users is that there is no restriction on the use of generated images, even 
to commercial purposes (Cooper, 2022).

Moreover, other projects have recreated the results of DALL-E, allowing anyone to 
have access to free versions of this application. The most well-known one is DALL-E 
mini, which uses a smaller model than the original one used by Open AI and produces 
lower quality results, but is available to everyone for free.

Again, a model is just as good as the data that it is trained on, so even in this ap-
plication, the risk of bias is very much real. When given a prompt, AI will output the 
image that it thinks represents the most input given the training data fed to the model. 
This means when asked for a nurse, it will produce images of women, when asked for 
a scientist will give images of men, when asked for a beautiful woman it will output 
back skinny white girls (Parra, Stroud, 2023). Overall the model is generating mostly 
white people, men in the cases of roles demonstrating a higher level of education, and 
women in the cases of caretaking ones. It pictures very well the biases existing in the 
training dataset which is also limited to images described in English, preventing other 
cultures from being represented (Dayma, 2021). Moreover, the content represented in 
pictures and art also affects what people think themselves and others can do.

A very peculiar issue raised by this AI application is the question of copyright and 
ownership, which needs to be addressed at both ends.

The most controversial part of systems like DALL-E, ChatGPT and similar, is that 
they train on extremely large datasets containing pretty much everything available on 
the internet, not necessarily asking the owners of such material the permission to use it.
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While in chatbots the use of copyright material for training the models might be 
hidden and not so clear to recognize, that is not the case when it comes to images. 
Boris Dayma, the mind behind DALL-E mini, admitted that, especially in the early 
version of the model, watermarks were often present in the generated output (Dayma, 
2021).

Artists employ watermarks as a way to protect their art pieces from being used 
without permission. The presence of watermarks in AI art means that the models have 
been trained on them without the consent of the authors, who will see their style re-
produced by AI applications without having any say in the matter.

Many websites and platforms have been created to check if images of someone or 
someone’s art have been used to train AI models, but knowing if these images have 
been used does not ensure that the owner can take back control over them. 

This can be demonstrated by the case of Robert Kneschke, a German photographer 
who found out that some of his material had been included in the LAION dataset, 
which is in turn used to train AI image generators. He asked for his pictures to be re-
moved but had instead been told that the dataset contains only the links to his images 
which are available on the internet, so they couldn’t remove them (Growcoot, 2023).

There has been an intense debate going on in the past few years about whether the 
use of copyrighted material for training AI should be considered “fair use” and then 
be allowed. 

“Fair use” is defined as the copying of copyrighted material for a limited and trans-
formative purpose. It could be argued that this is exactly what AI does, since it cre-
ates new material from the source data. On the other hand, the way the algorithms 
are designed might lead to the AI creating outputs that are identical to the original 
works, which would infringe the original creator’s right, or that are derivative works, 
which are also protected under copyright law. Lastly, AI-generated art could create 
market harm since it will compete if not replace the original works since these can be 
acquired and used for free while the original work requires the author’s permission 
(Torrance, Tomlinson, 2023).

The relationship between ownership rights and AI is brand new and there is still no 
proper regulation of the use of copyrighted pieces in training sets, but it is necessary to 
find a way to balance the need for AI to train and develop and the right of the authors 
to protect their artworks.

The other side of the ownership issue in generative AI regards the output: Who is 
the owner of the generated materials?
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The first obvious candidates are the authors of the training material, without which 
the model could have not been trained, then there are the developers of the model, the 
model itself, the user who gave the input that generated the material or also no one at all 
(Avrahami, Tamir, 2021).

The same question arises also in the area of research, where AI tools like ChatGPT 
can be used to help scientists generate research ideas and hypotheses but also in writing 
down the paper to send to journals (Ray, 2023). Should these chatbots then be listed as 
co-authors as well?

The definition of Author in the case of copyright law is different in different coun-
tries, but most states use the so-called “human authorship principle”, which means that 
to be protected by copyright, a work must be produced by a human, which in turn means 
that in most countries AI cannot be listed as the author at all. However, the fact that it 
cannot be listed as an author under copyright law does not mean that it cannot be con-
sidered as one in the field of an academic paper (Lee, 2023).

In academia, work is published not if it can be copyrighted but according to whether 
it can contribute to academia, this means that even chatbots could be listed as co-authors.

Right now most journals still refuse to list AI as an author, but this is not because they 
are not humans, like in the case of creative work, but because the available AI systems 
do not satisfy the authorship criteria, as stated in the editorial policies of the Nature 
journal. In particular, current AI tools do not comply with the need for accountability, 
which is one of the criteria for the attribution of authorship, which requires the author 
to be accountable for the work submitted and this cannot be effectively applied to Large 
Language Models (LLM), like ChatGPT, which cannot then be listed as authors.

The fact that it is just the impossibility of being able to hold LLMs accountable for 
their work presently and not their not being humans that prevent chatbots from being 
listed as co-authors leaves the door open for future more developed AI systems to be 
included as co-authors in academia.

Conclusions

In this article, we have examined the most controversial applications of AI given 
its state of the art, and we have pointed out where there is a need for intervention, 
especially from the regulation and ethics side.

AI needs plenty of data to be able to become a useful tool, which means that it is 
necessary to ensure that these data, which can be extremely sensitive, are protected 
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every step of the way, from the moment they are imputed in the datasets to when they 
become a new output.

Moreover, there is a need to carefully check what is used in the training to avoid 
biases, which are always dangerous, especially because AI will take these biases and 
then propagate them, shaping also the vision of the world of AI users.

A lot of attention should also be put to the way data is retrieved, making sure the 
owners of such data have agreed to them being used by AIs.

This article also highlighted the need for new regulation about the use of copy-
righted pieces in training datasets and how to deal with ownership rights at the other 
hand as well, since it should be decided who should be the owner of the AI outputs and 
there is a lack of clarity, especially from the legal point of view, about that.

Some authorities are starting to recognize this need as well. The European Union, 
for example, voted on an “Artificial Intelligence Act” in June 2023 and lawmakers are 
now trying to finalise the new legislation which will aim to classify AI systems with 
different requirements and obligations tailored on a ‘risk-based approach’. According to 
this classification, some AI systems presenting “unacceptable” risks will be prohibited, 
while “high-risk” ones will be authorised if they respect some requirements and the AI 
systems presenting only “limited risk” will be allowed but still will be subject to very 
light transparency obligations (Madiega, 2023).

This is a first step towards better AI regulation but, especially given the much slower 
nature of legislation compared to technological development, it needs to be accompa-
nied by an effort to educate also the general population about the risks and problematic 
issues of AI as well.

This article has analysed how AI can be a very powerful tool, but can also be dan-
gerous if used carelessly and without a good understanding of the mechanism behind it.

We put the emphasis on how different applications and types of models present the 
same contentious points, which highlights how such issues are an intrinsic part of AI and 
no type of use, even the most playful ones like generating images, will not be subject to 
them. This indicates a pressing need not only to face these issues from a technical, legal 
and ethical point of view but also for a proper education about AI.

The general population should be educated about the advantages but also the risks 
and the problematic points of these systems, in order to acquire enough literacy of AI 
and at least a rough understanding of how the processes involved actually work.

Given the increasingly important role of AI in everyday life, everyone must be-
come responsible and aware, as ignorance should not be the excuse for unethical or 
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problematic behaviours. Finally, we stress the need for legislative advances to be ac-
companied by an AI-literacy programme. We believe that schools, formative centres 
and workplaces should start to provide lectures about AI, enabling a wide variety of 
users to understand the mechanics of such tools as soon as they start to use them.

There are already some efforts in this direction, especially in schools (Casal-Otero 
et al., 2023), but for now, they seem to be more concentrated on developing technical 
and applied skills and are not much focused on the ethical side of AI. Moreover, these 
literacy programs always face the practical problem of the lack of teaching staff edu-
cated in the subject.

The intention of this article is not only to point out the need for new regulations, 
duty of the legislators, but also the need for general awareness and education, to which 
more people can contribute.

So we summarised the points that present more ethical and technical issues in the 
most used AI applications, accessible also to the general public and present in every-
one’s everyday life. Moreover, a basic explanation of how common AI applications 
work, which concerns arise and the need for both legislation and education is given in 
a language suitable for non-experts in order to bring awareness.

AI is a  tool and, as John Knoll (one of the minds behind Photoshop) said once 
“Any tool can be used for good or bad. It’s really the ethics of the artist using it.”.

But AI is a tool available not only to artists but to everyone. The power that it can 
have in people’s vision of the world, how it can affect anyone’s life now that most 
of its applications are available to everyone, means not only that it should be more 
clearly regulated, but especially that people should be better educated about its pro 
and cons and ethical problems.

Every user should approach AI responsibly and know enough about its internal 
work to use it with the right caution and not as the fast and easy solution to everything 
or blindly believe it.
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