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ABSTRACT 

 
In todays advanced society, there is rising concern for data privacy and the dimi-

nution thereof on the internet. I argue from the position that for one to enjoy priva-
cy, one must be able to effectively exercise autonomous action. I offer in this paper  
a survey of the many ways in which persons autonomy is severely limited due to  
a variety of privacy invasions that come not only through the use of modern techno-
logical apparatuses, but as well simply by existing in an advanced technological soci-
ety. I conclude that regarding the majority of persons whose privacy is violated, such 
a violations are actually initiated and upheld by the users of modern technology 
themselves, and that ultimately, most disruptions of privacy that occur are self-
levied.   

Keywords: philosophy of technology, data privacy, surveillance, autonomy.  
 

   
1. INTRODUCTION 

 
How much should we care about our right to privacy, and how much of  

a role does it play in the total amount of autonomy we experience? Does it 
PDNH� VHQVH� WR� EHOLHYH� WKDW� ³SULYDF\� LV� D� IXQFWLRQ� RI� OLEHUW\´� DV� VRPH� GR�
(Rusbridger, MacAskill, 2014)? If we are to follow this line of reasoning, 
then we are bound to the presupposition that to experience liberty, we must 
also have the option to keep as much of our lives private as we deem appro-
priate. In doing so, we would be living by a specific self-determined rule and 
to that extent, have autonomy.  

However, an important consideration to make regarding autonomy and 
privacy is that in virtue of having the former, the rational agent has the final 
say on how highly she values the latter. The mere exercise of choice as to 
ZKHWKHU�RQH¶V�SULYDF\�LV�LPSRUWDQW�RU�QRW�LV�LQ�LWVHOI�HPEOHPatic of autono-
mous action. The argument I want to make, however, is that the invasion of 
privacy that occurs by means of what I call technological surveillance²as 
DGPLQLVWHUHG� WR� HYHU\RQH� ZKR� H[LVWV� LQ� WRGD\¶V� DGYDQFHG� VRFLHW\²can be 
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regarded as impermissiEOH�� ³7HFKQRORJLFDO� VXUYHLOODQFH´� VKRXOG� EH� UHFRg-
nized in its use throughout the paper as the unwarranted audio, visual, and 
or digital monitoring of a raWLRQDO�DJHQW¶V�DIIDLUV�E\�DQRWKHU� 

In this paper, I will aim to provide a greater understanding of what it 
means to have our privacy pilfered by means of surveillance in a variety of 
capacities. There will be a discussion on how surveillance is used to control 
persons within a given society and how this can be seen as a form of oppres-
sion that is²in many ways²self-instituted. I will argue that many seem to, 
without concern, place themselves in a position to be regulated in this man-
ner. While some may be oblivious, others simply remain indifferent in re-
gard to the numerous structures put in place to ensure that residents of this 
and many other countries are being watched, listened to, and otherwise 
monitored every day (Schwartz, 2017).  

To be sure, many methods of surveillance are unavoidable, such as auto-
mated license plate readers, public space cameras, and audiovisual surveil-
lance employed on public transportation. I argue, however, that all who use 
information devices such as mobile phones, computers, and even credit 
cards place themselves in a position to be monitored. Each time these devic-
es are used to make calls, send texts, watch funny cat videos, interact on 
social media, purchase goods and services, send and receive emails, or con-
duct internet searches, what is said and heard, sent and received, viewed 
and posted, bought and sold, and taken interest in is monitored and scruti-
nized. The use of these devices inherently implies a self-imposed forgoing of 
RQH¶V�DXWRQRP\��2QH�ZKR�SODFHV�HYHQ�D�VKUHG�RI�YDOXH�RQ�WKH�UHWHQWLRQ�RI�
her privacy who, in turn, voluntarily discloses her personal information via 
modern technology could hardly be seen as living by rules set for herself. 
Not only are these data monitored, but they are stored as well. This reten-
WLRQ�RI�DQRWKHU¶V�SHUVRQDO� LQIRUPDWLRQ�ZLWKRXW�SHUPLVVLRQ� IXUWKHU�GHPRn-
strates a loss of autonomy and I argue is deserving of just as much attention 
as might be given to the manner in which the data is collected. The collec-
WLRQ�DQG�VWRUDJH�RI�RQH¶V�GDWD�LQ�WKLV�VHQVH�GRHV�LPSO\�D�taking, but we must 
not be tempted to think that in collecting and storing our intellectual prop-
erty it is modern technology that operates as the taker. No doubt, we are 
stripped of our autonomy by technological means, but the identity of the 
thief lies not in anything technological.  

I want to suggest that, ironically, those who most enthusiastically adopt 
and integrate the modern technological advances that ultimately control 
them, tend to believe they experience the highest degree of freedom. Fur-
thermore, I argue that the widespread adoption and use of modern techno-
logies is precisely what facilitates the forms of surveillance I am critical of.  
I will consider those persons who use modern technological devices such as 
telephones (both standard landOLQH�DQG�PRELOH���FRPSXWHUV��³VPDUW´�KRPH�
security systems to be what I call users. By integrating the regular use of 
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these contrivances, persons put themselves in a position to be surveilled  
by those who I will refer to as sentinels. The primary responsibility of the 
sentinel is to record as much information about the user as possible by 
means of surveilling her conduct and behavior. But simply monitoring the 
day-to-day activities of the user will not be enough. Also crucial to the mis-
sion of the sentinel is the storage of this data for later use, to have a contin-
ually growing surplus of information that can be referred back to at any 
time. 

Generally, there are two ways in which the sentinel administers control 
via surveillance. The first is by way of corporate surveillance. The sentinels 
in this category are technicians and engineers at large and powerful tech 
companies such as Google, Amazon, and Facebook. The sentinels behind the 
veil of these entities²as motivated by an all-out perversion of the capitalist 
venture²have developed an ingenious method to influence the decision-
making processes of the consumer. This is done in many ways, but among 
WKH�PRVW�SUHYDOHQW�DUH�WKH�GLJLWDO�PRQLWRULQJ�RI�XVHUV¶�LQWHUQHW�VHDUFKHV�DQG�
the audio surveillance via information devices of what is said by users in 
their day-to-day lives.  

The second means by which users are controlled is what I refer to as  
governmental surveillance. Though specific processes vary, there are three 
primary methods. The first is simply the audio and visual recording of con-
duct by means of publicly installed video cameras and microphones. The 
VHFRQG� LV�GRQH�E\� WKH�PRQLWRULQJ�� UHFRUGLQJ�� DQG�VWRUDJH�RI�SHUVRQV¶� WHOH�
phone conversations. The third, and possibly most invasive method, is the 
FRQWLQXRXV�PRQLWRULQJ�DQG�VWRUDJH�RI� WKH�XVHU¶V� LQWHUQHW�DFWLYLW\�� ,Q� WKHVH�
instances, it turns out that the sentinel is part of the very structure that was 
originally implemented to protect the rights of its people, yet instead now 
operates as a system designed to deny that which it promised to protect and 
uphold.  

Notice here that one does not necessarily need to be a user of modern 
technology to be surveilled. In regard to the first method of governmental 
surveillance, one only need walk about and congregate in the public arena to 
become subject to monitoring of this type. This non-user I will refer to more 
generally as the citizen. Being perhaps the greatest minority in existence to-
day, she is still not free from surveillance outside her own home. We might 
say that all users, too, fall into the category of citizen by existing in an ad-
vanced technological society and that one can easily go from user to citizen by 
way of the use or non-use of modern technology. It is this possibility of transi-
tion from user to citizen that implies a choice of degree to which one is con-
trolled. There will be more to come on this toward the end of the paper. 
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2. CORPORATE SURVEILLANCE 
 
So with a general understanding of the ways in which surveillance takes 

place, I will now move into the specifics of its operation. Let us begin with 
the corporate method. In her seminal book, The Age of Surveillance  
Capitalism, Shoshana Zuboff gives an extraordinarily detailed account  
of how corporate surveillance originated and is practiced today. As the  
title suggests, she argues that surveillance capitalism is the current stan-
dard for technological control over the purFKDVLQJ�SUDFWLFHV�RI�WRGD\¶V�FRQ�
sumers. 

 
³Surveillance capitalism unilaterally claims human experience as free raw 
material for translation into behavioral data. Although some of these data are 
applied to product or service improvement, the rest are declared as proprie-
tary behavioral surplus, fed into advanced manufacturing processes known 
DV�µPDFKLQH�LQWHOOLJHQFH�¶ and fabricated into prediction products that antici-
pate what you will do now, soon, and later. Finally, these prediction products 
are traded in a new kind of marketplace for behavioral predictions that I call 
behavioral futures markets. Surveillance capitalists have grown immensely 
wealthy from these trading operations, for many companies are eager to lay 
bets on our future behavior�´ (Zuboff, 2020, p. 8)  
 
From her definition of the term, we find that surveillance capitalism sees 

the experience of the consumer not as a subject to be studied for market 
research but rather as an object��7KH�FRQVXPHU¶V�H[SHULHQFH�is considered as 
data to be compiled as a method by which the corporate sentinel can predict 
what the user will do next.  

7KRXJK�PXFK�FRXOG�EH�VDLG�DERXW�=XERII¶V�RYHUDOO�DQDO\VLV�� IRU�WKH�SXr-
poses of this paper, I will keep a narrow focus on what she discusses con-
cerning the two methods of corporate surveillance listed above: the monitor-
LQJ�RI� FRQVXPHUV¶� LQWHUQHW� VHDUFKHV�DQG� WKH�DXGLR�VXUYHLOODQFH�RI� FRQVXm-
HUV¶� VSHHFK��0DLQWDLQLQJ� WKDW� RUGHU�� OHW� XV� ILUVW� H[SORUH� WKH�ZD\V� LQ�ZKLFK�
this particular sentinel derives information and makes suggestions based on 
our internet searches. 

Each time you type something into a search engine and press enter, that 
which you query is captured and stored by, for instance, Google. Zuboff in-
forms us that not only is the keywoUG� LWVHOI� QRWHG� EXW� DGGLWLRQDOO\� ³HDFK�
Google search query produces a wake of collateral data such as the number 
and pattern of search terms, how a query is phrased, spelling, punctuation, 
GZHOO�WLPHV��FOLFN�SDWWHUQV��DQG�ORFDWLRQ´�(Zuboff, 2020, p. 67). This collec-
WLRQ�RI� LQIRUPDWLRQ�LV�ZKDW�=XERII� WHUPV�³EHKDYLRUDO�GDWD�´� WKRVH�GDWD�WKDW�
the user freely provides to Google²or any given search engine²which the 
sentinel then uses to predict future patterns. Behavioral data alone, though, 
are of little use to the search provider unless they are stored.  
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'XULQJ� *RRJOH¶V� HDUO\� VWDJHV� RI� LPSOHPHQWDWLRQ� LQ� WKH� ODWH� ��V�� ³WKHVH�
behavioral by-SURGXFWV�ZHUH�KDSKD]DUGO\�VWRUHG�DQG�RSHUDWLRQDOO\�LJQRUHG´�
(Zuboff, 2020, p. 67). In the beginning, Google itself did not see the im-
mense potential value of these data; they were merely supplementary bits of 
inforPDWLRQ� UHWDLQHG�ZLWKLQ� WKH� VHUYHUV� DV� D� UHVXOW� RI� WKH� XVHUV¶� VHDUFKHV��
The original purpose of data collection was, as the company claimed then 
and still does today, tR� LPSURYH� WKH� XVHU¶V� H[SHULHQFH� E\� FDWHULQJ� VHDUFK�
UHVXOWV� WR� WKH� LQGLYLGXDO�EDVHG�RQ�KHU� VHDUFK�SDWWHUQV�� ³*RRJOH¶V� HQJLQHHUV�
soon grasped that the continuous flow of collateral behavioral data could 
turn the search engine into a recursive learning system that constantly im-
proved search results and spurred product innovations such as spell check, 
WUDQVODWLRQ��DQG�YRLFH�UHFRJQLWLRQ´�(Zuboff, 2020, p. 68).  

It was not until Google found itself in need of additional revenue streams 
that behavioral data emerged as a vast untapped mine of profitability. Dur-
ing the first two years of its establishment in 1998, the founders of Google, 
/DUU\�3DJH�DQG�6HUJH\�%ULQ��PDLQWDLQHG�D�³SDVVLRQDWH�DQG�SXEOLF�RSSRVLWLRQ�
WR�DGYHUWLVLQJ´�(Zuboff, 2020, p. 74). But in December of 2000, a damning 
Wall Street Journal article incited concerns of future profitability in the 
FRPSDQ\¶V� LQYHVWRUV�� 7KH� DUWLFOH� JHQHUDOO\� WDUJHWHG� PDQ\� 6LOLFRQ� 9DOOH\�
VWDUWXSV�E\�VD\LQJ��³6LPSO\�GLVSOD\LQJ�WKH�DELOLW\�WR�PDNH�PRQH\�ZLOO�QRW�EH�
enough to remDLQ�D�PDMRU�SOD\HU�LQ�WKH�\HDUV�DKHDG´�(Zuboff, 2020, p. 74). 
7KH�DUWLFOH�PDLQWDLQHG�WKDW�ZKDW�ZRXOG�EH�UHTXLUHG�ZRXOG�EH�³DQ�DELOLW\�WR�
show sustained and expoQHQWLDO�SURILWV´�(Zuboff, 2020, 74). In response to 
investor anxiety, Page and Brin departed from their earlier convictions on 
advertising and set the then seven-person internal department, AdWords, on 
a project to find new streams of reveQXH�� ³2SHUDWLRQDOO\�� WKLV� PHDQW� WKDW�
Google would turn its own growing cache of behavioral data and its computa-
tional power and expertise toward the single task of matching ads with que-
ULHV´��=XERII��������S�������3XW�VLPSO\��WKH�DGYHUWLsing would have to become 
³UHOHYDQW´� WR�XVHUV��0RUH�DSSURSULDWHO\�� DV�=XERII� UHPDUNV�� ³D�SDrticular ad 
ZRXOG�EH�µWDUJHWHG¶�WR�D�SDUWLFXODU�LQGLYLGXDO´��=XERII��������S�������6KH�WHUPV�
WKLV�LPPHQVH�UHVHUYH�RI�XVHU�LQIRUPDWLRQ�DV�³EHKDYLRUDO�VXrSOXV�´�1RW�RQO\�LV�
WKLV�ZKDW�XOWLPDWHO\�OHG�WR�WKH�³VXVWDLQHG�DQG�HxSRQHQWLDO´�SURILWV�*RRJOH�ZDV�
after, it also served as the origin of the epoch of corporate surveillance or what 
Zuboff would call surveillance capitalism (Zuboff, 2020, p. 99).  

Worth noting at this point is an argument made nearly 70 years prior to 
WKDW�RI�=XERII¶V��0DUWLQ�+HLGHJJHU�PDLQWDLQHG�LQ�The Question Concerning 
Technology that the goal of technology is to place that which is derived for 
PRGHUQ� WHFKQRORJLFDO�SXUSRVLQJ� LQWR� ³VWDQGLQJ� UHVHUYH�´� ³(YHU\ZKHUH�HYe-
rything is ordered to stand by, to be immediately at hand, indeed to stand 
there just so that it may be on call for a IXWXUH�RUGHULQJ´�(Heidegger, 2013,  
p. 17)��,�DUJXH�WKDW�WKH�FROOHFWLRQ�DQG�VWRUDJH�RI�XVHU¶V�VHDUFK�SDWWHUQV�RQ�WKH�
internet by any means is fundamentally related to this claim.  



218 Dustin Gray 

7KLV�EULQJV�XV�VKDUSO\�WR�=XERII¶V�FODLP�WKDW�RXU�FRQGXFW�RQ�WKH�LQWHUQHW�
is commodified. This modern instantiation of human behavior is monitored, 
commandeered, and stored for the purpose of predicting future instantia-
tions thereof by companies like Google so that they might turn a profit. She 
claims that what we do online is digitally dispossessed. 

 
³7RGD\¶V�RZQHUV�RI�VXUYHLOODQFH�FDSLWDO�KDYH�GHFODUHG�D�IRXUWK�ILFWLRQDO�FRm-
modity expropriated from the experiential realities of human beings whose 
ERGLHV�� WKRXJKWV��DQG� IHHOLQJV�DUH�DV�YLUJLQ�DQG�EODPHOHVV�DV�QDWXUH¶V�RQFH-
plentiful meadows and forests before they fell to the market dynamic. In this 
new logic, KXPDQ�H[SHULHQFH�LV�VXEMXJDWHG�WR�VXUYHLOODQFH�FDSLWDOLVP¶V�PDr-
ket mechanisms and reborn as µbehavior�¶ These behaviors are rendered into 
data, ready to take their place in a numberless cue that feeds the machines for 
fabrication into predictions and eventual exchange in the new behavioral fu-
tures markets�´ (Zuboff, 2020, p. 100)  
 

In other words, we ourselves have become the resources mined for standing 
UHVHUYH��³.QRZOHGJH��DXthority, and power rest with surveillance capital, for 
ZKLFK� ZH� DUH� PHUHO\� µKXPDQ� QDWXUDO� UHVRXUFHV¶ �́(Zuboff, 2020, p. 100). 
Those who control the technological powers that be may claim to be moni-
toring our conduct online to cater their services to our individual wants and 
needs, but the true motivation has become profitability via appropriation of 
XVHUV¶�EHKDYLRUDO�GDWD�(Viadhyanathan, 2011, pp. 21±23). 

Another sentinel that has become a leading frontrunner in the use of cor-
porate surveillance is Facebook. Nearly everyone today is aware of the 
³/LNH´� EXWWRQ�� 7KLV� VHHPLQJO\� KDUPOHVV� GLJLWDO� DSSDUDWXV� LV� FOLFNHG� RQ� E\�
)DFHERRN�XVHUV�WR�H[SUHVV�LQWHUHVW�LQ�RU�DSSURYDO�RI�RWKHU�XVHUV¶�SRVWV�RQ�WKH�
social media platform. However, there is a much deeper functionality be-
hind the veil of conJHQLDOLW\�SURSRVHG�E\�WKH�³/LNH´�EXWWRQ��(DFK�WLPH�\RX�
³OLNH´� D� SRVW�� VRPHWKLQJ� FDOOHG� D� ³FRRNLH´� LV� LQVWDOOHG� LQWR� \RXU� FRPSXWHU��
tablet, or smartphone. Not unlike a burrowing parasite, these tiny bits of 
code embed themselves into your device to establish and allow intersystem 
communication between Facebook and the end user. The information 
gained through this exchange is used by Facebook analysts to determine 
ZKLFK� DGV�ZLOO� GLVSOD\� EDVHG� RQ� \RXU� LQWHUHVWV�� $JDLQ�� WKH� XVHU¶V� Eehavior 
online has become a human resource to be exploited for the purpose of tar-
geted advertising that will lead to profitability for the sentinel.  

Some might say, however, that this degree of privacy invasion is to be ex-
pected. When one signs up for a Facebook account, she is required to read 
and agree to a lengthy terms and conditions document, which outlines all of 
this in the privacy section. All Facebook users are informed of the risk they 
are takLQJ�E\�FOLFNLQJ�WKH�³$JUHH´�ER[��+RZHYHU��LQ�DQ�DUWLFOe published by 
privacy researcher Arnold Roosendaal, it was found that even non-users of 
)DFHERRN¶V� VHUYLFHV� ZHUH� EHLQJ� PRQLWRUHG� DV� ZHOO� VLPSO\� E\� YLHZLQJ�
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webpages associated with Facebook data (Roosendaal, 2010). So as it turns 
out, even those who do not DJUHH�WR�)DFHERRN¶V�WHUPV�DUH�SRVVLEOH�WDUJHWV�RI�
corporate surveillance.1  

Perhaps this, and what was expressed in regard to the data mining tactics 
employed by Google could be seen as harmless. In fact, there are some who 
might say they enjoy these predictive features in that they are presented 
with ads for products they actually are interested in. With these persons,  
I cannot and will not argue. But I will present one more example that might 
change the mind of even the most tolerant user.  

Zuboff tells of a particularly disturbing service offered by various compa-
QLHV� UHIHUUHG� WR� DV� ³VHUYLFH-as-VRIWZDUH´� �6DD6��� 6KH� PRUH� DSSURSULDWHO\�
GHHPV� LW� DV� ³VXUYHLOODQFH� DV� D� VHUYLFH´� �69DD6��� )RU� H[DPSOH�� DSS-based 
technologies are being used by financial lenders to monitor the digital and 
physical behavior of potential borrowers before deciding whether they will 
SURYLGH� D� ORDQ�� 2QH� SDUWLFXODU� DSS� ³LQVWDQWO\� HVWDEOLVKHV� FUHGLWZRUWKLQHVV�
based on deWDLOHG�PLQLQJ� RI� DQ� LQGLYLGXDO¶V� VPDUWSKRQH� DQG� RWKHU� RQOLQH�
behaviors, including texts, emails, GPS coordinates, social media posts, Fa-
FHERRN� SURILOHV�� UHWDLO� WUDQVDFWLRQV�� DQG� FRPPXQLFDWLRQ� SDWWHUQV´� (Zuboff, 
2020, p. 172). Not only are these digital data collected, but physical patterns 
of behavior such as phone charging frequency, whether a user returns calls 
and how long it takes her to do so, or the distance a user travels each day are 
also taken into account (Zuboff, 2020, p. 172). Though the common user of 
information devices might think that data mining for the purpose of target-
ed advertisement is permissible, this degree of privacy invasion can and will 
stand directly in the path between a user and her potential to achieve finan-
cial security. This instantiation of corporate surveillance entails not the 
FRPPRQ�� ³WKDW¶V� MXVW� WKH� ZD\� LW� LV´� PHQWDOLW\�� ,W� EULQJV� WR� WKH� IRUHIURQW� 
a much deeper element of control involved with the surveillance perpetrated 
by corporate sentinels on users requiring their services.  

Thus far, we have explored the actualities of corporate surveillance relat-
LQJ�RQO\�WR�WKH�XVHU¶V�FRQGXFW�RQOLQH��7KHUH�LV��KRZHYHU��DQRWKHU�LPSRUWDQW�
feature of this invasive oppressive force that I would like to explore. Much of 
modern technology today exists in the home, and this is where we its most 
intimate forms of use occur. Digital assistants such as Alexa and Nest are 
among the most popular. With these devices, a user can simply verbalize the 
desire to listen to a particular song or artist, change the temperature on her 
thermostat, turn lights on and off, lock and unlock doors, etc. These capabil-
LWLHV�PLJKW� VHHP� WR� SURYLGH� IUHHGRP�ZLWKLQ� RQH¶V� KRPH� EXW� FRQVLGHU� DOVR�
WKDW�KDYLQJ�WKHVH�GHYLFHV�LQVWDOOHG�SUHVXSSRVHV�WKH�UHPLWWDQFH�RI�RQH¶V�FRn-

²²²²²²²²² 
1 6LQFH�5RRVHQGDDO¶V� ILQGLQJV��PXFK� KDV� WUDQVSLUHG�� 6HH� SDJHV� ���±���� RI� =XERII¶V� The Age of 

Surveillance Capitalism to learn more about the many allegations made against Facebook regarding 
its surveillance methods and the ways in which the company defended itself by claiming that these 
SUDFWLFHV�ZHUH�PHUHO\�D�³JOLWFK´�RU�³EXJ´�LQ�WKH�V\VWHP�� 
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trol to these functionalities. Also worth noting is that many of these devices 
are actively listening to your speech patterns in search of specific indicators 
RI� ZKDW� \RX�PD\� GHVLUH� DV� D� FRQVXPHU�� ³3LHFHV� RI� \RXU� WDON� DUH� UHJXODUO\�
farmed out in bulk to third-SDUW\�ILUPV�WKDW�FRQGXFW�µDXGLR�UHYLHZ�SURFHVVHV¶�
in which virtual scorers, tasked to evaluate the degree of match between the 
machines text and the original chunk of human speech, review audio record-
LQJV� UHWDLQHG� IURP� VPDUWSKRQHV�� PHVVDJLQJ� DSSV�� DQG� GLJLWDO� DVVLVWDQWV´�
(Zuboff, 2020, p. 262). So not only is this data used to provide targeted ad-
vertising of goods and services on any device connected to the home system, 
LW�LV�DOVR�FROOHFWHG�E\�WKLUG�SDUW\�ILUPV�WR�SHUIHFW�WKH�GHYLFHV¶�DELlity to match 
what is recorded to the individual user.  

It is insisted upon by companies such as Amazon, Google, and Microsoft 
that these data are anonymous and cannot be linked to individual users, but 
Zuboff cites the findings of a freelance journalist, A. J. Dellinger, who dis-
covered loopholes in these claims of anonymity. 
  

³Within the recordings themselves, users willingly surrender personal infor-
mation²information that is especially valuable in these review processes be-
cause they are so specific. Uncommon names, difficult-to-pronounce cities 
DQG�WRZQV��K\SHUORFDO�RGGLWLHV� >«@��,�KHDrd people share their full names to 
indicate a call or offer up location-sensitive information while scheduling  
D� GRFWRU¶V� DSSRLQWPHQW� >«@� WKH� UHFRUGLQJV� FDSWXUH� SHRSOH� VD\LQJ� WKLQJV�
WKH\¶G�QHYHU�ZDQW�KHDUG�� UHJDUGOHVV� RI� DQRQ\PLW\� >«@��7KHUH� LVQ¶W�PXFK� Wo 
keep people who are listening to these recordings from sharing them�´ 
(Dellinger, 2015)  

 

Zuboff tells of one device in particular that arguably took these capabili-
ties too far. Besides smartphones and digital assistants, Smart TVs are high-
ly sought after by consumers of modern technology. But in 2015, it was 
IRXQG�E\�SULYDF\�DGYRFDWHV� WKDW�6DPVXQJ¶V� OLQH�RI� WKHVH�GHYLFHV�PD\�KDYH�
been too smart. Not only when instructed to do so, these particular Smart 
TVs were recording everything said within an earshot of the system. The TVs 
ZHUH�FDSWXULQJ�SKUDVHV�VXFK�DV�³SOHDVH�SDVV�WKH�VDOW��ZH¶UH�RXW�RI�ODXQGU\�
GHWHUJHQW�� ,¶P� SUHJQDQW�� OHW¶V� EX\� D� QHZ� FDU��ZH¶UH� JRLQJ� WR� WKH�PRYLHV�
now; I have a rare disease; she wants a divorce; he needs a new lunch box; 
do you love me?²and sending all that talk to be transcribed by another 
PDUNHW� OHDGHU� LQ� YRLFH� UHFRJQLWLRQ� V\VWHPV�� 1XDQFH� &RPPXQLFDWLRQV´�
(Zuboff, 2020, p. 263). If we consider the fact that the unique individual 
fingerprint associated with our voices is something that many firms regard 
as their sole object of interest as Zuboff has suggested, having the intimate 
details of our lives recorded in this manner should be alarming at a mini-
mum.  

In most cases, I am sensitive to the possible objections that may arise to 
my claims. But regarding what has been said in this example, I simply will 
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not concede. Technologies of this nature make possible an inexcusable de-
gree of privacy invasion, and it is my contention that the manner by which 
these sentinels monitor and store our speech, thoughts, and actions is un-
questionably oppressive. We are given no access to check and balance the 
capabilities of such contrivances, and short of absolute boycott, the oppres-
sion will not stop.2   

As mentioned early on, these instances of corporate surveillance involve 
the manifestation of an oppressive force that is self-levied. We can sit here 
all day reveling in our accusations that Google, Facebook, and Amazon are 
wrongfully dispossessing us of our innermost thoughts and feelings, but the 
truth of the matter is that we are fundamentally the ones to blame, for we, 
the users, seem unable to live without the various technologies that the sen-
tinels provide. Sure, tech giants such as the ones we have looked at thus far 
make a convincing case for the necessity to buy what they are selling, and 
most do. But it must be remembered that in all of this, we do have a choice. 
And if I am correct, then one will have a difficult time arguing against the 
oppression imposed by something that one refuses to live without.  

 
 

3. GOVERNMENTAL SURVEILLANCE 
 
It is generally accepted that while in public, our actions and activities are 

subject to monitoring by both audio and video surveillance equipment. 
Some of these methods are employed by private companies and some by law 
enforcement (Gomez, 2019). Some might say that being monitored while in 
public is just indicative of the world we live in today.3 It could be argued that 
the modern advantages associated with existence in a technologically ad-
vanced society fundamentally come at the cost of our privacy. But just as we 
have seen with corporate surveillance, I will show that governmental sur-
veillance is just as²if not more so²oppressive.  

Consider the fact that deeply intimate and private aspects of your life are 
being regularly recorded and stored each time you make a phone call, send 
an email, or use a search engine. Put simply, when you communicate via 
telephone or on an internet connected device, you are being monitored. But 
in this case, the deployment of surveillance stems not from capitalist profit 
motive. In what is to be discussed for the remainder of the paper, I will un-
cover the aggressive tactics employed by our own government to observe 
and control its populace.  

On October 26, 2011, President George W. Bush signed a piece of legisla-
ture known as the USA PATRIOT ACT (Uniting and Strengthening America 
²²²²²²²²² 

2 More will be discussed on this in the conclusion.  
3 Arguably, there is much to be said about audio/visual surveillance of the common citizen, but 

for the purposes of this project, I adhere mainly to those systems of governmental surveillance 
involving the monitoring of telephonic and internet communications.  
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by Providing Appropriate Tools Required to Intercept and Obstruct Terror-
ism) (USA PATRIOT ACT, 2011). This enabled the National Security Agency 
(NSA) to monitor and record the phone calls and digital communications of 
every U.S. citizen.  

In June of 2013, a former NSA contractor, Edward Snowden leaked  
WKRXVDQGV�RI�FODVVLILHG�GRFXPHQWV�WR�WKH�SUHVV�UHYHDOLQJ�WKH�16$¶V�PHWKRGV�
and abilities to intercept all AmericaQV¶� SKRQH� FDOOV� DQG� LQWHUQHW� WUDIILF�
(Gellman, Blake, Miller, 2014). Subsequently, President Barack Obama ad-
dressed public concerns by describing plans to reform NSA spying. He stat-
HG��³7KH\¶UH�QRW�DEXVLQJ�DXWKRULWLHV�LQ�RUGHU�WR�OLVWHQ�WR�\RXU�SULYDWH�SKRne 
FDOOV��RU�UHDG�\RXU�HPDLOV´�(Ackerman, Roberts, 2014). The original phrasing 
of the Patriot Act was drafted explicitly in its primary intention to seek  
out and stop the spread of terrorism. In his speech, President Obama was 
intending to make the case that the common, law-abiding American need 
not be concerned and would not be directly affected by the conduct of the 
NSA.  

Upon hearing this speech, one might assume that effective measures 
ZRXOG�EH�HQDFWHG�WR�SURWHFW�WKH�SULYDF\�RI�$PHULFDQV¶�WHOH�GDWD�FRmmunica-
tions. However, more recently in 2018, The New York Times reported that 
the NSA had tripled its data collection from U.S. phone companies (Savage, 
2018). So though there was a changing of the guard in terms of presidential 
leadership, the NSA not only continued to monitor residents of the United 
States but actually increased its efforts in doing so three-fold.  

Within the philosophy of technology, there is rising concern for digital 
privacy and the ethics of data collection. As the emphasis of this paper is on 
the ethical implications of governmental surveillance and data collection,  
I call upon our old friend, utilitarianism, to better understand the conse-
quences of governmental surveillance and decide whether it can be justified.  

Typically, Jeremy %HQWKDP�LV�DVVRFLDWHG�ZLWK�³DFW´�XWLOLWDULDQLVP��$Q�Hx-
ample of such would be a Marine jumping on a hand grenade and thus tak-
ing the brunt of its force to ensure the safety of his squad.  

 
³An action then may be said to be conformable to [the] principle of utility, or, 
for shortness sake, to utility, (meaning with respect to the community at 
large) when the tendency it has to augment the happiness of the community 
is greater than any it has to diminish it.´ (Bentham, 2000, p. 15)  
 

For Bentham, an act is good when its consequences increase the happiness 
of the community at large. In following the language used by Bentham and 
the broader logic of language, we could²at the very least, generally²call the 
American public a community.  

In slight variation, John Stuart Mill brought about what is commonly 
NQRZQ�DV�³UXOH´�XWLOLWDULDQLVP��$Q�H[DPSOH�RI�WKLV�ZRXOG�EH�D�JLYHQ�FRPSa-
Q\¶V�SROLF\�WKDW�LI�DQ�HPSOR\HH�LV�IHHOLQJ�LOO�WKDW�VKH�QRW�FRPH�LQWR�WKH�RIILFH��
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for to do so would create the possibility of getting others VLFN��³$OO�DFWLRQ�LV�
for the sake of some end, and rules of action, it seems natural to suppose, 
must take their whole character and colour from the end to which they are 
VXEVHUYLHQW´� (Mill, 2001, 6). Mill suggests that rather than actions, we 
should focus on which rules will promote the highest degree of happiness for 
those who fall subject to them.  

How might we apply these variations of utilitarianism to the Patriot Act 
considering that though it was ostensibly put in place to protect all Ameri-
cans from the threat of terrorist infiltration and attack, it also necessitates 
the unwarranted audio and digital surveillance of all American citizens? The 
Patriot Act operates as a piece of legislation that involves specific circum-
stances and persons. By its own language, we are led to believe that the in-
tended targets of surveillance are those suspected to be involved with terror-
ist organizations and capable of committing acts of terrorism upon innocent 
civilians. However, as has been shown, the focus is not centralized in this 
manner. All Americans must be monitored in order to weed out those that 
might pose a threat. As a matter of policy, it is a matter of rule. The NSA has 
made the implicit claim that as a rule, it should retain the ability to monitor 
everyone in search of radical terrorists. Framed this way, I am inclined to 
think that what we are dealing with is rule utilitarianism, at least prima fa-
cie. The aim of the Patriot Act may very well be to protect the lives of the 
American people, but I argue that it carries with it the consequence of inno-
cent Americans being monitored in a way that limits their autonomy. It de-
nies the right to privacy of those it is supposed to protect.  

Whether viewed as action or rule, one could argue that the consequences 
of the Patriot Act do promote the greatest degree of happiness or pleasure²
or in this case, security²for the majority of those impacted. An advocate of 
this variety could take the stance that if her autonomy must be limited by 
monitoring her phone calls and internet traffic in order to gain protection 
from terrorist threat, so be it. Besides, she has nothing to hide, right? For 
this particular user, the ends justify the means.  

In support of utilitarianism, Peter Singer offers a formulation that at-
tempts to ameliorate both of the accounts previously mentioned. He sug-
gests that when making any ethical decision, we must take ourselves out of 
the picture. We must consider it as applying to everyone collectively and, in 
so doing, we must never allow our specific individual desires to influence or 
LQWUXGH� XSRQ� WKLV� SURFHVV�� ³,Q� DFFHSWLQJ� WKDW� HWKLFDO� MXGJPHQWV� PXVW� EH�
made from a universal point of view, I am accepting that my own interests 
cannot, simply because they are my interests, count more than the interests 
of aQ\RQH�HOVH´�>6LQJHU���������@��6LQJHU�DUJXHV�WKDW�ZKHWKHU�ZH�DUH�ORRNLQJ�
at acts or rules, we must consider the consequences for those impacted 
above and beyond our motivation for their creation. Let us look at the issue 
from this perspective and see what comes about.  
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One could clearly speculate ulterior motives, but for the moment,  
I will grant that the singular motive behind the creation and implementation 
of the Patriot Act was to identify terrorist threats via telephonic and internet 
surveillance. Those involved in the creation and execution of the Patriot 
Act²the NSA and the U.S. federal government²enjoy the benefit not only of 
having unfetWHUHG� DFFHVV� WR� DOO� $PHULFDQV¶� WHOH�GDWD� FRPPXQLFDWLRQV� DQG�
patterns of online conduct, but they also have the benefit of referring back to 
any specific data of their choosing as all that is monitored is stored. This is 
an actual consequence of the actions allowed by the Patriot Act. With this in 
mind, recall that the aim of the Patriot Act is to identify terrorist threats, 
and the method is mass surveillance of all persons in this country. The em-
ployment of this process certainly makes possible the identification of ter-
rorists, for if you are watching everyone all the time, the chances that you 
will be able to locate the bad apples are good. Speaking literally, this is how 
bad apples are found. From this, we can correctly surmise that dragnet gov-
ernmental surveillance can amount to the possibility of identifying terrorist 
threats, but what can we say of actual discovery?  

On June 18, 2013, NSA Director General Keith Alexander testified before 
the U.S. House Select Intelligence Committee that governmental surveil-
ODQFH�SURJUDPV�DXWKRUL]HG�E\�WKH�3DWULRW�$FW�³KDG�KHOSHG�SUHYHQW�µSRWHQWLDO�
terrorist events over 50 times siQFH� ����¶´� (Nakashima, 2013). Though by 
their very description, these events were characterized as being merely po-
tential, their identification did, in fact, seem to be actual. On October 16, 
2013, it was reported that Alexander would be stepping down as NSA Direc-
WRU��7KLV�OLNHO\�FDPH�LQ�WKH�ZDNH�RI�6QRZGHQ¶V�H[SRVLQJ�WKH�DJHQF\¶V�LQGLs-
FULPLQDWH�VZHHSLQJ�VXUYHLOODQFH�RI�$PHULFDQ¶V�WHOHSKRQH�DQG�LQWHUQHW�GDWD��
It is also likely that AlH[DQGHU¶V�UHVLJQDWLRQ�FDPH�DV�D�UHVXOW�RI�KLV�DGPLVVLRQ�
that the actual number of potential terrorist events was an over exaggeration 
(Live Leak, 2020). Though the number of terrorist threats identified via 
governmental surveillance programs turned out to be lower than Alexan-
GHU¶V�RULJLQDO�GHFODUDWLRQ��ZH�FRXOG�JUDQW�WKDW�DW�OHDst some degree of terror-
ist threat was actually identified. In making an argument for utility, howev-
er, we must consider the entire scope of consequence.   

Besides the consequence of identifying terrorist threats, I have demon-
strated another that comes in the form of widespread and indiscriminate 
VXUYHLOODQFH�RI�$PHULFDQ¶V�WHOHSKRQH�FDOOV�DQG�WKHLU�FRQGXFW�RQOLQH��5HWXUn-
ing to the question concerning utilitarianism posed earlier, let us not think 
in terms of pain or pleasure, but rather in those of security and risk. I argue 
that ubiquitous governmental surveillance authorized by the Patriot Act 
does not follow an act model of utilitarianism. This is because the act does 
not promote a higher degree of security than is justified to eliminate risk of 
terrorist attack. We could imagine such adherence only if it were the case 
that once identified as a terrorist threat²by having compelling reasons to 
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believe so²surveillance was then implemented to gain further intelligence. 
Only surveillance of known terrorist threats would meet the necessary con-
ditions of act utilitarianism. The individual act of surveillance would be 
permissible because the ends would justify the means.  

Can we then say that governmental surveillance meets the conditions 
necessary to conform to the precedent of rule utilitarianism? Well, consider-
ing that the overarching and indiscriminate surveillance taking place as  
I type these very words does operate as a rule, we might be inclined to think 
so. But when we consider that all Americans²innocent or otherwise²as 
well as possible terrorist organizations are targeted, the methodology at-
tracts more intuitive scrutiny. Surveillance on a scale this massive creates a 
situation in which the entire civilian population enjoys a disproportionately 
lower level of benefit than is promised by the means. Therefore, it is not 
clear that governmental surveillance can be justified under a rule model of 
utilitarianism. It is not clear that the level of security promised justifies the 
degree of privacy relinquishment required to fulfill it.   

Finally, consider that the monitoring of private affairs and especially the 
UHWHQWLRQ�RI�FROOHFWHG�GDWD�LQYROYHV�WKH�XQDEDVKHG�GHQLDO�RI�$PHULFDQV¶��th 
Amendment right to be secure in their persons, houses, papers, and effects. 
Governmental monitoring, collection, and storage of telephone call tran-
scriptions and internet traffic equates simply to illegal search and seizure of 
RQH¶V� LQWHOOHFWXDO�SURSHUW\��&RQVLGHULQJ�WKLV��LW�VHHPV�WKDW�HYHQ�RXWVLGH�WKH�
scope of utilitarianism governmental surveillance entails a legitimate viola-
tion of rights that are supposed to be guaranteed by those laid out in the 
U.S. constitution. Whether it is viewed under a consequentialist lens or 
simply considered using general ethical reasoning, I argue that surveillance 
of this nature is both unwarranted and unjustified.  

I have also suggested that surveillance of this nature involves a loss of  
autonomy suffered by anyone who uses a telephone or computer, which 
turns out to be a vast majority of persons in this country. Again, we can  
presume the objection will be made that if one has nothing to hide,  
then surveillance of this kind is of no consequence and, therefore, poses no 
WKUHDW�WR�RQH¶V�DXWRQRP\��,�ZLOO��KRZHYHU��DVN�WKLV�EUDQG�RI�REMHFWRU�WR�FRQ�
sider the way she conducts herself in private as opposed to in public. Before 
a date, many try on a number of outfits in private for the sole purpose  
of selecting the only one they want to be seen in by their partner in public. 
Those who tremble in fear at the mere idea of singing a song in front of  
an audience might do so emphatically in the shower alone. It is no secret 
WKDW� PDQ\� SHRSOH� ³SOHDVXUH� WKHPVHOYHV´� VH[XDOO\� RQ� D� UHJular basis and  
feel there should be no stigma attached to such a practice as it serves as  
D�KHDOWK\�PHWKRG�RI� VDWLVI\LQJ�RQH¶V�XUJHV�DQG�UHOLHYHV� VWUHVV��:RXOG� VXFK� 
a person feel comfortable doing this in front of a group of NSA agents?  
I wager not.  
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The point here is that there are any number of strange and normal things 
we do in private because we are in private. An actual consequence of the 
Patriot Act is that one has to consider that she is being monitored as she 
researches birth control methods, seeks out divorce lawyers, and diagnoses 
strange rashes online. These intimate affairs are ones I am inclined to think 
that most would wish to remain private, but the Patriot Act removes the 
possibility for privacy in such conduct and in so doing disallows the possibil-
LW\�RI�RQH¶V�UHWHQWLRQ�RI�DXWRQRP\��,Q�FRQVLGHULQJ�WKHVH�DXWRQRP\�OLPLWing 
factors in conjunction with the utilitarian analysis provided above and the 
fact that this policy effectively authorizes unlawful search and seizure on  
a blindingly massive scale, I argue that the Patriot Act and its subsequent 
authorization of NSA spying on innocent civilians follows no principle of 
utility or morality whatsoever.  

 
 

4. SURVEILLANCE AS A FORM OF CONTROL 
 
For those who cherish our constitutionally guaranteed right to privacy, 

much of what I have said here is troubling. Of those who contend that NSA 
surYHLOODQFH�LV�XQSUREOHPDWLF�LQ�WKDW�WKH\�³KDYH�QRWKLQJ�WR�KLGH�´�ZH�PLJKW�
ask why they have blinds in their windows or doors on their bathrooms.  
:H�PLJKW� DVN� LI� WKH\� DUH� DZDUH� RI� WKH�16$¶V� VXUYHLOODQFH� RI� SRUQRJUDSK\�
viewing habits, would they draw the same conclusion (Greenwald, Grim, 
Gallagher, 2017)? In deciding how to respond to the implications of NSA 
surveillance, I offer the words of philosopher Robert Paul Wolff as cited by 
Singer: 
  

³The defining mark of the state is authority, the right to rule. The primary ob-
ligation of man is autonomy, the refusal to be ruled. It would seem, then, that 
there can be no resolution of the conflict between the autonomy of the indi-
vidual and the putative authority of the state. Insofar as a man fulfills his ob-
OLJDWLRQ�WR�PDNH�KLPVHOI�WKH�DXWKRU�RI�KLV�GHFLVLRQV��KH�ZLOO�UHVLVW�WKH�VWDWH¶V�
claim to have authority over him�´ (Singer, 1979, p. 293) 
 

The point Wolff is making here is that inherently, the state and its people 
will always be at an impasse due simply to his declaration that the state de-
mands authority and its citizens demand autonomy. What all of this really 
amounts to is control. Governmental surveillance is nothing more than the 
latest technological method to ensure that control of its citizens remain in 
the hand of the state. It is no secret that we civilians vastly outnumber the 
total amount of both police officers and military, yet government officials 
fear not any uprising or power shift of any kind. This is because shrewdly 
they have taken control by technological means to ensure that the teenagers 
will never throw a party because the parents will never leave town.  
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As far as the use of modern technology, however, I fear that the convic-
tions expressed by Wolff have gone the way of the buffalo. In a society so 
infatuated with modern technology, its residents have become convinced²
whether they know it or not²that unwavering adherence to the rules de-
creed by another are acceptable under any conditions, even when they re-
move the ability to live by those we might give ourselves.  

As users of modern technology, we have voluntarily succumbed to the al-
lure of modern digital existence. It is unlikely that many users would even 
consider the possibility of being what I referred to in the beginning of the 
paper as a mere citizen. There may be those rare few who refuse to partici-
pate, and to them I am more or less in accord. But for the masses²for that 
overwhelmingly disproportionate majority of persons who make the ritualis-
tic use of modern technology requisite for their daily patterns of existence²
there is no freedom from the bondage of corporate nor governmental sur-
veillance.  
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