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The importance of data revisions for statistical inference 
 

Paulina Ziembińskaa 

 
Abstract. The aim of the study is a quantitative analysis of revisions conducted by means of  
a new, real-time macroeconomic dataset for Poland, designed on the basis of the Statistical 
bulletin (Biuletyn statystyczny) published by Statistics Poland, covering the period from as early 
as 1995 until 2017. Polish data have positively verified a number of hypotheses concerning the 
impact of data revisions on the modelling process. Procedures assessing the properties of time 
series can yield widely discrepant results, depending on the extent to which the applied data 
have been revised.  
 A comparison of the fitted ARIMA models for series of initial and final data demonstrates that 
the fitted models are similar for the majority of variables. In the cases where the form of the 
model is identical for both series, the coefficients retain their scale and sign. Most differences 
between coefficients result from a different structure of the fitted model, which causes differ-
ences in the autoregressive structure and can have a considerable impact on the ex ante infer-
ence. A prognostic experiment confirmed these observations. For a large number of variables, 
the total impact of revisions on the forecasting process exceeds 10%. Extreme cases, where the 
impact goes beyond 100%, or situations where data have a direct impact on the forecast sign, 
are also relatively frequent. Taking these results into account by forecasters could significantly 
improve the quality of their predictions. The forecast horizon has a minor impact on these 
conclusions. The article is a continuation of the author's work from 2017.  
Keywords: data revisions, real-time data, time series analysis, forecasting 
JEL: C10, C53, C82 

 

Znaczenie rewizji danych dla wnioskowania statystycznego 
 
Streszczenie. Celem pracy jest ilościowa analiza rewizji danych makroekonomicznych w czasie 
rzeczywistym dla Polski pochodzących z nowego zbioru utworzonego na podstawie „Biuletynu 
statystycznego” GUS i obejmującego okres od 1995 do 2017 r. Polskie dane pozytywnie weryfi-
kują wiele hipotez dotyczących wpływu rewizji danych na proces modelowania. Procedury 
oceniające własności szeregów czasowych mogą dawać istotnie różne wyniki w zależności od 
tego, jak bardzo rewidowane dane zostaną użyte.  
 Porównanie dopasowanych modeli ARIMA dla szeregów pierwszych i finalnych odczytów 
wskazuje, że w przypadku większości zmiennych dopasowane modele są podobne. Gdy postać 
modelu jest taka sama dla obu szeregów, współczynniki zachowują skalę i znak. Większość 
różnic we współczynnikach wynika z odmiennej struktury dopasowanego modelu, co wpływa 
na różnice w strukturze autoregresyjnej i może mieć niemały wpływ na wnioskowanie ex ante. 
Potwierdza to eksperyment prognostyczny. Dla dużej części zmiennych całkowity wpływ rewizji 
na proces prognozowania wynosi powyżej 10%. Nie są też wyjątkiem ekstremalne przypadki,  
w których ten wpływ przekracza 100%, czy sytuacje, w których dane bezpośrednio wpływają na 
znak prognozy. Uwzględnienie tych wyników przez prognostów mogłoby znacząco poprawić 
jakość predykcji. Horyzont prognozy ma niewielki wpływ na te konkluzje. Artykuł jest kontynu-
acją pracy autorki z 2017 r. 
Słowa kluczowe: rewizje danych, dane w czasie rzeczywistym, analiza szeregów czasowych, 
prognozowanie 
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1. Introduction 

Statistical agencies struggle with making decisions as to whether publish data quickly 
or rather postpone their publication in order to improve their accuracy. When they 
choose the latter option, the ensuing data revisions show a fuller picture of the eco-
nomy; in other words, they aim at making the data convergent to the ‘real’ values. 
The macroeconomic statistical data are clearly very important, for they provide the 
basis for economic research and are used within a broad range of everyday opera-
tions carried out by public and private institutions. Ultimately, they have an impact 
on all economic entities. Croushore (2011) states that ‘Until recently, macro-
economists assumed that data revisions were small and random and thus had no 
effect on structural modelling, policy analysis, or forecasting. But real-time research 
has shown that this assumption is false and that data revisions matter in many unex-
pected ways’. Only when the Federal Reserve Bank in Philadelphia made real-time 
data for the United States of America public did the development of analyses  
concerning the revision process cause a change in the perception of this issue, and 
result in the denunciation of the previously-made assumptions, which, from today's 
point of view, seem to have overly simplified the matter. 
 The understanding of the data revision process is of great importance, since it has 
a twofold impact on economic studies. First of all, data revision allows the determin-
ation of a most recent set of information valid at a given time, which is crucial, for 
example, in evaluating monetary policy or producing forecasts. Secondly, it poses 
numerous questions concerning the quality of data, which not only induces a more 
precise determination of the research objectives, but also has an effect on statistical 
inference. Amir-Ahmadi et al. (2015) show that various results are obtained for the 
monetary policy models depending on the applied data – either final or real-time. 
Chang and Li (2018) repeated 23 studies published in leading economic journals and 
proved that the results could vary to a great extent, depending on which readings 
have been used in the estimation procedure. A broad review of literature concerning 
real-time data analyses can be found in Croushore (2010, 2011) and Croushore and 
Stark (2001, 2002).1 
 In Ziembińska (2017), a new set of real-time data for Poland was presented,  
designed on the basis of the Statistical bulletin of Statistics Poland (Biuletyn  
statystyczny – SB). Since 2016, Statistics Poland has assumed a more formal  
approach to data revision and communication, which is manifested in a variety of 
forms, including the publication ‘Policy of Revising Statistical Data and Rules of 
Handling Publication Errors’ (GUS, 2016), or the regularly updated ‘Statistical Data 
Revision Calendar’. However, the collected data indicate that before 2016 (i.e. in the 
years 2003–2015), these updating processes were not regular to the same extent.  

 
1 Bibliography is published online at https://facultystaff.richmond.edu/~dcrousho/docs/realtime_lit.pdf. 

https://facultystaff.richmond.edu/%7Edcrousho/docs/realtime_lit.pdf


P. ZIEMBIŃSKA     The importance of data revisions for statistical inference  9 

 

 

The introduction of multiple methodological changes in respect to Polish data  
results mostly from the need to adjust the country’s statistical reporting standards to 
the requirements of the European Union. From the point of view of macroeconomic 
data users, these changes have had a positive influence on data quality and have  
allowed the performance of international comparative analyses. On the other hand, 
frequent methodological revisions cause difficulties in structuring long and con-
sistent data series adequately, which is necessary for econometric analyses. More-
over, the identification of the final reading based on methodologies applied prior to  
a revision becomes impossible. Data inconsistencies can also affect the latest avail-
able data readings, most frequently used in practice. 
 In Ziembińska (2017), a descriptive analysis of these processes was performed for 
a broad set of variables and the longest possible data series. Through the study of 
particular categories of variables, i.e. national accounts, prices, labour market and 
public finances, basic methodological revisions resulting from the change in the  
ESA European Methodological Standards or Statistical Classification of Economic  
Activities were indicated. For the majority of the categories of variables, methodo-
logical revisions are statistically significant. However, unpredictable non-methodo-
logical revisions can still be frequently of a systematic nature. Tests focusing on the 
reasons behind revisions do not have much statistical power and often fail to yield 
un-ambiguous results. However, the applied conservative approach provides several 
conclusive results. They either indicate the revisions resulting from the extension of 
an information set or confirm the revisions caused by measurement errors. This is 
particularly alarming in the light of the statistical properties of the models which use 
these variables.2 A broad set of variables analysed in different formats and frequen-
cies allows drawing additional conclusions, indicating that the revision process (e.g. 
for national accounts) is not trivial – several readings are revised at the same time, 
which causes a different behaviour of nominal data and growth rates. Seasonal data 
adjustments also generate significant revisions that are often indefinite, even for 
variables that have not been subject to revision (e.g. business indicators). Finally,  
a comparative analysis of various data sets indicates that they are not always meth-
odologically consistent, which can cause substantial problems when using them. 
 The aim of the study is a quantitative analysis of revisions performed on the basis 
of a new, real-time macroeconomic dataset for Poland. The article further develops 
the results previously presented in Ziembińska (2017), where the basic properties 
and the nature of revision processes were analysed. The next natural step, covered  
by this article, is the analysis of the impact revision processes have on statistical  
inference, namely on the properties of time series or fitting ARIMA class models, as 
well as on forecasting. 

 
2 It appears that data measurement errors detected through, e.g. revisions, have a significant impact on the 

asymptotic distribution of test statistics or estimators (Clark & McCracken, 2010). 
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2. Methodology 

The analysis is based on a new set of real-time data for Poland, designed on the basis 
of the Statistical bulletin published between January 2003 and June 2017 (GUS, 
2003–2017). The data cover reference periods from as early as 1995. A detailed de-
scription and an initial analysis of the dataset is presented in Ziembińska (2017). 
 As in Ziembińska (2017) and following Croushore and Stark (2001), a three-
dimensional information set is defined, representing values of a macroeconomic 
variable xits

3 – the value of the i-th variable for a given reference period (denoted  
as 𝑡𝑡), and available at a given time (denoted as 𝑠𝑠 ≥ 𝑡𝑡), as a real-time dataset. The 
method in Table 1 presents it with respect to a specific economic variable i – each 
line corresponds to revisions of readings which take place at subsequent points  
in time 𝑠𝑠 for a given reference period 𝑡𝑡. Note that 𝑠𝑠1 < 𝑠𝑠2 < ⋯ < 𝑠𝑠𝑑𝑑 and  
𝑡𝑡1 < 𝑡𝑡2 < ⋯ < 𝑡𝑡𝑓𝑓. Time intervals between consecutive reference periods (𝑡𝑡) and 
publication periods (𝑠𝑠) can be different. In the analysed new dataset 𝑠𝑠𝑖𝑖 represents 
months, while the frequency of 𝑡𝑡𝑖𝑖 depends on the analysed variable and can be 
monthly, quarterly or annual. For some more historical reference periods the initial 
publication might be unknown if it occurred before the first observable publication 
date (𝑠𝑠1), e.g. for 𝑡𝑡1 and 𝑡𝑡2 in Table 1. Starting from reference period 𝑡𝑡3, the initial 
publication which happened in 𝑠𝑠2 is available and all of its following revisions pub-
lished in 𝑠𝑠3, 𝑠𝑠4 up to 𝑠𝑠𝑑𝑑 (the most recent publication date) are also available. The 
time series (xits)t for a given s is called a vintage. 

 
Table 1. Diagram of a real-time dataset 

Reference period 
Publication period 

𝑠𝑠1 𝑠𝑠2 ... 𝑠𝑠𝑘𝑘  ... 𝑠𝑠𝑑𝑑  

𝑡𝑡1  ......................................................  𝑥𝑥𝑖𝑖,𝑡𝑡1,𝑠𝑠1  𝑥𝑥𝑖𝑖,𝑡𝑡1,𝑠𝑠2  ... 𝑥𝑥𝑖𝑖,𝑡𝑡1,𝑠𝑠𝑘𝑘  ... 𝑥𝑥𝑖𝑖,𝑡𝑡1,𝑠𝑠𝑑𝑑 

𝑡𝑡2   ......................................................  𝑥𝑥𝑖𝑖,𝑡𝑡2,𝑠𝑠1  𝑥𝑥𝑖𝑖,𝑡𝑡2,𝑠𝑠2  ... 𝑥𝑥𝑖𝑖,𝑡𝑡2,𝑠𝑠𝑘𝑘  ... 𝑥𝑥𝑖𝑖,𝑡𝑡2,𝑠𝑠𝑑𝑑 

𝑡𝑡3   ......................................................   . 𝑥𝑥𝑖𝑖,𝑡𝑡3,𝑠𝑠2  ... 𝑥𝑥𝑖𝑖,𝑡𝑡3,𝑠𝑠𝑘𝑘  ... 𝑥𝑥𝑖𝑖,𝑡𝑡3,𝑠𝑠𝑑𝑑 

𝑡𝑡4   ......................................................   . .  ... 𝑥𝑥𝑖𝑖,𝑡𝑡4,𝑠𝑠𝑘𝑘  ... 𝑥𝑥𝑖𝑖,𝑡𝑡4,𝑠𝑠𝑑𝑑 

...  .......................................................   . .  ... ... ... ... 

𝑡𝑡𝑛𝑛   ......................................................   . .  ... 𝑥𝑥𝑖𝑖,𝑡𝑡𝑛𝑛,𝑠𝑠𝑘𝑘  ... 𝑥𝑥𝑖𝑖,𝑡𝑡𝑛𝑛,𝑠𝑠𝑑𝑑 

𝑡𝑡𝑛𝑛+1   ..................................................   . .  .  𝑥𝑥𝑖𝑖,𝑡𝑡𝑛𝑛+1,𝑠𝑠𝑘𝑘  ... 𝑥𝑥𝑖𝑖,𝑡𝑡𝑛𝑛+1,𝑠𝑠𝑑𝑑 

...  .......................................................   . .  .  .  ... ... 

𝑡𝑡𝑓𝑓   ......................................................  .  .  .  .  .  𝑥𝑥𝑖𝑖,𝑡𝑡𝑓𝑓,𝑠𝑠𝑑𝑑 

Source: Croushore and Stark (2001). 

 
 

3 Variable 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 refers to a macroeconomic reading in specific units, e.g. the annual growth rate of the gross 
domestic product presented in percentages. 
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 The analysis focuses on understanding differences in outcomes of various econo-
metric procedures for different vintages of a particular macroeconomic variable. 
Specifically, the time series structured according to the three methods below are 
analysed:4 
• Method 1: a full sample of the most recent readings available – based on the full 

columns of Table 1, which – according to the literature – seems to be the most 
frequently applied approach in the modelling practice; 

• Method 2: a full sample of the first readings – based on the data found in the di-
agonal of Table 1; 

• Method 3: a repeated observation method proposed by Croushore and Stark 
(2002), based on the columns in the top right-hand corner of Table 1. This is the 
only method where a constant length of the series is maintained. 

 Certain properties of the analysed data are tested and assumed within the scope of 
econometric modelling. With regard to univariate time series analyses, the station-
arity, autocorrelation and heteroscedasticity should be checked and the normality 
assumption verified. When data undergo revisions, the results of statistical tests may 
depend on which readings of a given variable are used. Below is an analysis demon-
strating whether the results of basic tests depend on the revision process.5 Table 2 
contains a list of the analysed statistical tests with a defined null hypothesis. As re-
gards each test, the percentage of series generated according to a particular method 
that provide a consistent conclusion from the conducted test is examined. The analy-
sis also aims to check if various tests produce coherent results. 
 Furthermore, the study tries to determine whether fitting a simple ARIMA(p,d,q)6 
model to the series yields different results, depending on the applied method of data 
structuring. 
 The first step in examining how data revisions can influence the forecasting pro-
cess is the proper fitting of the model. Cole (1969) proposed a simple method of 
measuring the direct and indirect impact data have on predictions. It requires the 
estimation of models for the initial data (corresponding to Method 2) – denoted as 
Model A, and final data (Method 1) – denoted as Model B. What follows is the com-
parison of forecasts: 

 
4 It is assumed here that the data generation process is not subject to changes following a methodological 

revision. It does not always have to be a correct assumption; it is not, for example, when revisions result 
from newly emerging information. However, the sample of Polish data is too short to overturn this as-
sumption and analyse the specific sub-samples. 

5 This analysis is complementary to the verification of the size and power of statistical tests for data  
measurement errors in the form of a revision. 

6 In the ARIMA(p,d,q) model: p is the order (number of time lags) of the autoregressive model (AR(p)), d is 
the degree of differencing, and q is the order of the moving-average model (MA(q)). 
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1. based on Model A and the initial data; 
2. based on Model A and the revised data; 
3. based on Model B and the revised data. 
 Any difference between predictions (1) and (3) is indicative of an overall impact 
of revisions on the forecasting process. The direct impact of data, assuming a particu-
lar form of the model, is shown by the comparison of forecasts (1) and (2). Any  
difference between results for (2) and (3) shows the scale of the impact of the data on 
forecasts, indirectly through the estimation process. A direct impact on model par-
ameters and the functional form is shown in the ARIMA model fit analysis; here an 
indirect impact of the change of parameters on predictions can be quantified. The 
described comparisons are limited to comparing forecasts to one another, thus elim-
inating the question which value is being forecasted and which method minimises 
the forecast error from the deliberations. 
 
Table 2. List of the analysed statistical tests 

Test H0 Small sample  
properties 

Portmanteau 

Ljung-Box (LB) i.i.d. yes (Hope, 1968) 
Hosking i.i.d. yes (Hope, 1968) 
Li-McLeod i.i.d. yes (Hope, 1968) 

Autocorrelation 

Breusch-Godfrey (BG) no autocorrelation no 
Durbin-Watson (DW) no autocorrelation yes (Farebrother, 1980) 

Heteroscedasticity 

Goldfeld-Quandt (GQ) variance equal in  
sub-samples 

no 

Harrison-McCabe (HMC) variance equal in  
sub-samples 

yes 

Normality 

Shapiro-Wilk (SW) normal distribution no 
Jarque-Bera (JB) normal distribution yes (Wüertz & Katzgraber, 2005) 
D’Agostino (DA) (skewness/kurtosis /omnibus) normal distribution no 

Stationarity 

Augmented Dickey-Fuller (ADF) I(1) yes* 
Kwiatkowski-Phillips-Schmidt-Shin (KPSS) I(0) yes* 
Phillips-Perron (PP) I(1) yes* 
Elliott, Rothenberg and Stock (ERS) I(1) no 

Note. In all tests the alternative hypothesis is two-sided, i.e. H1: ~H0. * means that critical values are inter-
polated from tables defined in Banerjee et al. (1993). i.i.d. denotes independent and identically distributed. 
I(0) denotes stationary series and I(1) series integrated of order 1. Small sample properties referred to in the 
last column specify if any special adjustment of the test statistic distribution was applied due to the fact 
that the analysed series might not be sufficiently long to rely on the asymptotic distributions. 
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3. Results 

3.1. White noise / autocorrelation tests 

The assumption that a series represents white noise is checked by means of the 
Portmanteau test. Three versions are tested: a standard Ljung-Box test (LB) and its 
modifications proposed by Hosking, as well as Li and McLeod. A detailed description 
of the discussed tests can be found in numerous papers, including Mahdi and 
McLeod (2012), where the authors propose small sample simulated critical values. 
 The conclusions are as follows: firstly, all three tests provide very consistent results 
– differences appear only for variables with very short series. Secondly, revisions have 
an impact on inference for a few variables only, which was found on the basis of the 
Portmanteau tests. In particular, for a monthly consumer price index (CPI) inflation 
rate in the food category, the monthly industrial production growth rate and the 
quarterly data on the current account balance, the inference depends most strongly 
on the selected data series (in particular for Method 2, i.e. on the initial data). 
 Table 3 presents the results of the Durbin-Watson (DW) and Breusch-Godfrey 
(BG) autocorrelation tests and the Ljung-Box test, aggregated for all of the analysed 
variables,7 jointly with a number of sample variables referred to in the text. The first 
three panels present a percentage of the series for a given method in which the null 
hypothesis has been rejected.8 Values close to 50% for a given variable9 indicate  
inconclusiveness for a given test, depending on the series used (for example, for data 
on industrial production). Large disparities between values for different methods 
show a significant impact of revisions on inference. For example, in the case of the 
monthly industrial production growth rate, for nearly 50% of the series generated 
with Method 1 and 2 there were no grounds to reject the null hypothesis with regard 
to the lack of autocorrelation, whereas for all series generated according to Method 3, 
this hypothesis was rejected. This shows how significant an impact the final value has 
on the test result. In contrast, data on the current account demonstrate the impact of 
the first reading on the inference about the autocorrelation of series – the result for 
Method 2 differs substantially from the ones for the other two methods. It is worth 
noting that all the three tests yielded identical results which are consistent regardless 
of the data series used only for Method 3 (apart from the annual data on financial 
accounts and the average annual gross domestic product (GDP) growth rate). This 
means that the length of the examined series also affects inference significantly. 

 
7 The full list of the analysed variables covers 61 macroeconomic variables in different formats and fre-

quencies. The list is available upon request. 
8 With the exception of the KPSS stationarity test. 
9 It needs to be highlighted that the aggregated results for all variables do not indicate consistency of the 

inference in terms of a specific variable. The aggregation presents a percentage of series (for all variables) 
for which the null hypothesis is rejected and which does not demonstrate consistency across tests for  
a given series. 
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3.2. Normal distribution tests 

A key assumption with regard to many econometric procedures is that the data can 
be approximated by normal distribution. In order to verify whether the results of the 
normality tests depend on the revision process, the Shapiro-Wilk test (SW), the 
Jarque-Bera test (JB) (taking account of small-sample critical values, after Wüertz 
and Katzgraber, 2005) and the D’Agostino test (DA) are used. Table 4 contains  
results which are analogous to the ones concerning autocorrelation tests. First of all, 
it needs to be noted that in many cases the three discussed tests lead to dissimilar 
conclusions. It is an interesting finding, particularly in relation to the differences 
between the Jarque-Bera test and the D’Agostino test, both of which rely on statistics 
based on the third and fourth central moments (skewness and kurtosis). Secondly, 
these results do not substantially depend on the number of observations in series – 
data on monthly imports could serve as an example, as for them 50% of the tests 
yielded contradictory results. The impact of revisions on inference is far stronger as 
well. Only for nine variables are the conclusions consistent in at least 90% for vari-
ous methods.10 

3.3. Heteroscedasticity tests 

Next, the heteroscedasticity of the series is checked, i.e. whether the variance is equal 
in the sub-samples. To this end, two tests are used: the Goldfeld-Quandt (GQ) test 
and the Harrison-McCabe (HMC) test with automatic criteria of selecting a division 
of a series into two sub-samples. In the latter, simulated critical values are applied, 
taking account of the appropriate length of a series. Table 5 presents the results. The 
number of variables for which the results are inconclusive is larger in the hetero-
scedasticity tests and there are more variables for which the two discussed tests  
generate different results on the same set of series, which is not necessarily related to 
the short sample. For example, for the average annual CPI inflation data, the GQ test 
rejects the null hypothesis more frequently, while the HMC test does not provide 
grounds to reject it in 100% of cases, regardless of the data generation method. For 
the majority of variables, it is again Method 3 that generates the most conclusive 
results for both tests. However, it is noteworthy that they are often opposite to 
Method 1 and 2. For example, for the quarterly public consumption data we would 
obtain opposite conclusions concerning heteroscedasticity while using the first series 
and the final readings. 

 
10 The above-mentioned variables include: quarterly investments, monthly and quarterly inflation and  

a monthly harmonised index of consumer prices (HICP) and producer price index (PPI) inflation, monthly 
data on annual industrial production growth rate, monthly unemployment data, and nominal values of 
the monetary aggregates. 
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3.4. Stationarity tests 

Beginning with a ground-breaking work by Nelson and Plosser (1982), the impact of 
the stationarity of series on research results has become a subject of numerous  
studies, both in terms of methodology and the findings. Surprisingly few results con-
cerning data stationarity have been published in the context of data revisions.  
Certain examples can be found in a series of articles by K. D. Patterson (compare e.g.  
Patterson & Heravi, 1991, 2004). 
 In this section, the impact of the revision process on the unit root tests is dis-
cussed, particularly the augmented Dickey-Fuller test (ADF), the Kwiatkowski-
Phillips-Schmidt-Shin test (KPSS), the Phillips-Perron test (PP), and the Elliott, 
Rothenberg and Stock test (ERS) (details concerning these tests can be found in e.g. 
Phillips and Xiao (1998). 
 The trend stationarity is tested for nominal variables and for variables expressed 
as growth rates the level stationarity is tested (all combinations are checked in order 
to confirm the reliability of the results and the conclusions). An automatic selection 
of the number of lags is applied, based on the Akaike information criterion (AIC) 
and the number of observations (following the guidelines from the original articles). 
The missing data are supplemented according to the procedure proposed by Ryan 
and Giles (1998). The problem of the low power of these tests in relation to small 
samples is also addressed. Specifically, in the ADF test critical values proposed by 
MacKinnon (1996) are used, while in the KPSS test – critical values indicated by 
Syczewska (2010).11 Conclusions, which are very similar to the ones drawn in rela-
tion to the other discussed tests, are presented in Table 6. The analysis also confirms 
a certain difficulty in obtaining conclusive results concerning the stationarity of 
economic variables, which has been widely discussed in the literature (cf. Elliott et 
al., 1992; Charemza & Syczewska, 1998). This is an effect of the tests’ poor proper-
ties, but (as confirmed herein) it can also be related to specific data features. 

3.5. ARIMA model fit and forecasts 

The final aim of the study is to determine whether fitting a simple ARIMA model to 
the series yields different results, depending on the applied data structure method. 
Table 7 presents the results for several selected variables.12 The ARIMA(2,2,2) fully 
describes the correlation structure of the discussed series – the Breusch-Godfrey  
autocorrelation test does not provide any basis to reject the null hypothesis on the 
lack of autocorrelation for errors for the vast majority of the analysed variables. It is 
not surprising that a more complicated structure of the data generating process can 
be assigned to data for which longer series are observed, i.e. of a higher frequency – 
quarterly and monthly. 

 
11 More details concerning small sample properties of stationarity tests can be found in Jönsson (2011). 
12 Due to the volume of the analysed set, only selected results are presented in this study. Full results are 

available upon request. 
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 As regards national accounts, autoregressive indicators are mostly negative for 
nominal data and positive for annual growth rates. This is fairly non-intuitive and 
confirms that the revision process for national accounts is not trivial – numerous 
readings are revised at the same time, causing nominal data and growth rate data to 
behave differently. 
 A comparison of coefficients for the first series and the final readings indicates 
that the fitted models are similar for the majority of variables. In cases where the 
form of a model is the same for both series, the coefficients retain their scale and 
sign. Most differences in coefficients result from a different structure of the fitted 
model, for example for the HICP inflation the series of the first readings has been 
estimated as ARMA(1,1),13 while of the last as AR(1), which creates differences  
between autoregressive coefficients and can have a considerable impact on the ex ante 
inference, which is analysed below. 
 The next step is to verify how data revisions can influence the forecasting process. 
Table 8 presents point forecasts with horizon one and four (corresponding to the 
data frequency), estimated by means of the fitted ARIMA models, on the basis of the 
entire data series available and according to the three procedures described in the 
Methodology section, as well as differences between the results in percentages.14 
 First of all, it must be noted that the forecast horizon has a low impact on the 
conclusions, i.e. the differences between predictions are similar for the short and 
long horizon. 
 Secondly, for a large number of variables, the total impact of revisions on the 
forecasting process, i.e. the difference between predictions (1) and (3) reaches more 
than 10%. Extreme cases, in which the impact exceeds 100%, are not an exception 
either (in the case of variables with low absolute values, e.g. monthly growth rates). 
For example, a month on month CPI inflation forecast does not depend strongly on 
the model. However, a direct impact on the sign is observed – a forecast based on 
initial data yields a positive result, while the one based on final data involves  
a negative prediction. A trade balance forecast (in million EUR) also changes the 
sign depending on the model used for estimation. Similarly large differences (also 
with regard to a sign) can be observed for month on month PPI inflation, where 
both an indirect impact of the model and a direct impact of the data themselves 
change the final prediction. 

 
13 In the ARMA(p,q) model: p is the order (number of time lags) of the autoregressive model (AR(p)) and q is 

the order of the moving-average model (MA(q)). 
14 For the percentage calculations a median of the three forecasts is adopted as the denominator. Due to 

the application of a common denominator, the percentage differences can be interpreted as a decom-
position of the entire impact of the revisions on the process of forecasting into a direct and an indirect 
part. Having taken account of proper signs (absolute values have been provided in the table; however, 
the sign can be extracted from the differences between forecasts in the first columns), the percentage 
decompositions sums up to 100%. 
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 Finally, it is worth noting that the decomposition of differences between forecasts 
provides additional information that is complementary to the previous analysis of 
the data generating process. The consideration of a monthly trade balance (in mil-
lion EUR) may serve as an example. Table 8 indicates that a short-term forecast is 
significantly different for procedure (3) – the one that is based on final readings, 
both with regard to the structure of the model and to the data used for forecasting. 
The decomposition indicates that differences in predictions (1) and (2) result mainly 
from an indirect impact of the estimated parameters for quarterly data and from  
a direct impact of revisions of annual data. However, when comparing this to  
Table 7, the fitted models prove identical for final and initial data and the coeffi-
cients differ only slightly. Therefore, it may be concluded that even with a very simi-
lar data generating process revisions alter the level of the process parameters suffi-
ciently enough for different conclusions to be drawn, based, for example, on the 
predictions. 

 
Table 8. Comparison of the predictions 

Variable 
Forecast Differences in % 

(1) (2) (3) |(1)–(3)| |(1)–(2)| |(2)–(3)| 

Horizon = 1 

Gross capital formation in mln PLN  y 89657.0 89281.9 89306.2 0.4 0.4 0.0 
Private consumption in mln PLN  ......  q 269620.9 271061.3 271087.0 0.5 0.5 0.0 
 y 1108054.3 1111159.4 1111353.4 0.3 0.3 0.0 
Public consumption in mln PLN  .......  q 80342.3 85946.7 84495.9 4.9 6.6 1.7 
 y 343489.9 339977.8 343881.9 0.1 1.0 1.1 
GDP in mln PLN  ......................................  q 480424.1 482354.1 462591.4 3.7 0.4 4.1 
 y 1928202.4 1909562.2 1922348.8 0.3 1.0 0.7 
Gross capital formation nsa yy  ..........  q 4.0 4.0 6.5 62.7 0.0 62.7 
 y 5.4 5.4 5.8 7.0 0.0 7.0 
Private consumption nsa yy  ...............  q 4.5 4.5 4.3 3.0 1.0 4.0 
 y 3.5 3.6 3.2 7.3 2.6 9.9 
Public consumption nsa yy  ................  q 1.4 1.4 . . 0.0 . 
 y 2.8 2.9 3.3 16.6 0.7 16.0 
GDP nsa yy  ...............................................  q 4.5 4.6 4.4 2.2 1.6 3.8 
 y 3.4 3.3 3.3 3.1 3.7 0.6 
CPI mm  ......................................................  m 0.4 0.0 –0.1 1063.5 1036.2 27.3 
CPI yy (avg)  ..............................................  m 2.7 1.3 1.3 101.4 103.0 1.5 
 y –2.0 –2.0 –2.0 0.0 0.0 0.0 
HICP yy  ......................................................  m 1.2 1.2 1.2 1.4 0.0 1.4 
PPI mm  ......................................................  m 0.1 0.0 0.0 238.1 351.4 113.2 
PPI yy  ..........................................................  m 1.2 1.8 1.8 32.6 36.3 3.7 
Industrial production nsa yy  ..............  m 9.9 6.8 5.4 66.2 44.9 21.3 
 m 5.2 5.2 5.2 1.2 0.0 1.2 
Unemployment rate (eop)  ..................  y 7.6 7.6 7.6 0.6 0.5 0.1 
Trade balance in mln EUR  ...................  m –20.1 –26.7 388.7 2029.7 32.7 2062.4 
Current account in mln EUR  ...............  q –715.6 –679.2 237.1 140.3 5.4 134.9 
 y –7951.9 –7951.9 –757.1 90.5 0.0 90.5 
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Table 8. Comparison of the predictions (cont.) 

Variable 
Forecast Differences in % 

(1) (2) (3) |(1)–(3)| |(1)–(2)| |(2)–(3)| 

Horizon = 4 

Gross capital formation in mln PLN  y 90439.2 90085.3 90058.4 0.4 0.4 0.0 
Private consumption in mln PLN  ......  q 289415.4 289423.6 289217.8 0.1 0.0 0.1 
 y 1224662.7 1227767.8 1228544.1 0.3 0.3 0.1 
Public consumption in mln PLN  .......  q 86760.6 87095.6 87568.7 0.9 0.4 0.5 
 y 386212.3 385846.1 382755.6 0.9 0.1 0.8 
GDP in mln PLN  ......................................  q 496277.9 497469.6 485160.3 2.2 0.2 2.5 
 y 2141673.2 2123032.9 2135883.0 0.3 0.9 0.6 
Gross capital formation nsa yy  ..........  q 1.8 1.8 9.6 431.0 0.0 431.0 
 y 5.4 5.4 5.8 7.0 0.0 7.0 
Private consumption nsa yy  ...............  q 3.8 3.8 3.7 4.0 0.6 3.4 
 y 3.3 3.3 3.2 1.9 0.0 1.9 
Public consumption nsa yy  ................  q 1.8 1.8 . . 0.0 . 
 y 2.3 2.3 3.3 45.2 0.0 45.2 
GDP nsa yy  ...............................................  q 4.5 4.6 4.5 0.9 2.6 3.5 
 y 3.9 3.9 3.9 2.1 0.0 2.1 
CPI mm  ......................................................  m 0.5 –0.1 –0.1 742.9 734.0 8.9 
CPI yy (avg)  ..............................................  m 2.9 1.1 1.2 135.4 145.0 9.6 
 y –6.0 –6.0 –6.0 0.0 0.0 0.0 
HICP yy  ......................................................  m 1.1 1.1 1.2 7.4 0.0 7.4 
PPI mm  ......................................................  m 0.2 0.2 0.2 12.4 0.5 11.8 
PPI yy  ..........................................................  m 1.3 2.1 1.8 30.3 44.5 14.2 
Industrial production nsa yy  ..............  m 8.0 5.6 5.4 46.1 42.5 3.6 
 m 5.2 5.2 5.2 1.2 0.0 1.2 
Unemployment rate (eop)  ..................y y 7.6 7.6 7.6 0.6 0.5 0.1 
Trade balance in mln EUR  ...................  m –45.7 –51.5 450.9 1086.4 12.7 1099.1 
Current account in mln EUR  ...............  q –986.0 –962.4 –1297.0 31.5 2.4 33.9 
 y –7951.9 –7951.9 –498.9 93.7 0.0 93.7 

Note. (1), (2) and (3) are forecasts corresponding to the processes defined in the Methodology section. For 
explanation of acronyms and abbreviations see note to Table 3. 
Source: author’s calculations based on: GUS (2003–2017). 

4. Summary 

The article provides a quantitative analysis of data revisions on the basis of a new, 
real-time macroeconomic dataset for Poland. It is an extension of the results intro-
duced in Ziembińska (2017). The studies have confirmed that for numerous vari-
ables the revision process is non-trivial and it is often difficult to indicate a systematic 
reason for revisions. Some revisions are of a systematic nature, while their scale, 
character and publication time depend on the data format. Polish data also positively 
verify a number of hypotheses concerning the impact of data revisions on modelling 
processes. Procedures assessing the properties of time series can yield very discrep-
ant results, depending on the extent to which the data have been revised. The con-
sidered autocorrelation tests provide consistent results. However, apart from the 
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length of the sample, the revision process can also have a significant impact on infer-
ence. As far as normality, heteroscedasticity and stationarity tests are concerned, the 
conclusions indeed depend both on the selected test and the analysed series – either 
taking account of the revision process or not. 
 Moreover, the impact of revisions on the fit of ARIMA models has been confirmed.  
A comparison of the coefficients for the first series and final readings shows that the 
fitted models are similar for the majority of variables. Where the form of a model is 
identical for both series, coefficients retain their scale and sign. Most differences in 
coefficients result from a different structure of the fitted model, which causes differ-
ences in the autoregressive structure and can have a considerable impact on the ex ante 
inference, which is analysed through a prognostic experiment. For a large number of 
variables, the total impact of revisions on the forecasting process exceeds 10%. Extreme 
cases, where the impact goes beyond 100%, or situations where data have a direct  
impact on the forecast sign, are not exceptional either. Consideration given to such 
results by forecasters could vastly improve the quality of their predictions. Examples of 
variables (e.g. monthly trade balances) have been identified, where the fitted models 
are identical for both the final and initial data in which case coefficients vary only 
slightly and both short and long-term forecasts generate significantly different values. 
Therefore, even with a very similar data generating process, revisions alter the level  
of process parameters to such an extent that different conclusions based on the  
predictions are yielded. Additionally, it is worth noting that with regard to simple 
ARIMA models, the forecast horizon has only a slight impact on the conclusions, i.e. 
the differences between predictions are similar both for a short and long horizon. 
 The new set of real-time data allows plenty of interesting analyses, previously 
unavailable to the Polish economy. These include further research on the signifi-
cance of revisions to modelling and forecasting. The revisions might have not only  
a major impact on the predictive models and their accuracy, but also on the forecasts 
evaluation procedures, where it is unclear which data vintage was actually predicted. 
The incorporation of revisions might change the interpretations of the actual  
economic expectations – their formation, embedded information sets, uncertainty 
and interrelatedness. These research questions shall be answered in the upcoming  
articles. 
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