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The paper concerns the results of simulation oéréat approach, in which es-
timation of object state associated with the deadinaition of calculations. It is real-
ized by dividing the optimization problem into spteblems of smaller dimension-
ality. The main idea of the method is to assignviidgdial quality indicators to each
sub-object and to carry out the synthesis of egtirean a sequential manner, start-
ing with the last sub-object. Implementation of thstimation process requires
knowledge about the measurements of the individublobjects. The parameters of
the filter sequential gains are calculated baseRionati equation solutions for sub-
objects and certain bilinear equations for croskdge connections. In the simula-
tion tests the influence of types of connectioneetin the sub-objects, the intensity
disturbances of measurements and system on bhesvaf coefficients of gains, as
well as the estimation errors is presented.
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1. Introduction

The following paper presents simulation studies idecentralized approach
that assigns enhancements necessary for estimdingtate of an object with
a serial structure. Then the gains of filters amcwdated for the tasks of lower
dimensionality by dividing the optimization problemto sub-problems [8, 9].
The major idea of the method consists in assigmdyidual quality indicators to



the objects and carrying out the synthesis of edtirs in a sequential manner.
A structure corresponding to the local (classi&a)man filter and cross-coupling
is obtained [1, 3]. It comes down to solving Ricahfferential equations for sub-
objects and bilinear equations for cross-linkageneations.

2. Filtering problem in the multi-user Nash game framewor k

It is here assumed that the knowledge about theiton of sub-objects is
provided in the form of inaccurate measurementsrdlare multiple approaches to
the estimation of the state of complex objects[10One of possible solutions is to
exclude the object structure; it leads to multidisienal calculations which in turn
pose reasoned difficulties. There are solutionssnfrom the literature, regarding
the problem of control for the objects with complsttucture [2, 4, 5, 6, 10].
A different approach to filtering is to extend tBegiiner - Perkins approach of the
one presented in the work [8, 9]. However, the apphes that are presented there
seem to allow a shortened calculation process.

Filtering problem is formulated in a deterministianner to adapt the men-
tioned approach in the possibly least complicateg.vn example of the structure
of complex objects which will be included in theidies is presented in Fig. 1,
where A;, A;, A — represent the matrix of sub-objects state, and ahd
As,-connections matrices;, W, Y, — state vector, disturbances and measurements
respectively.
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Figure 1. A block diagram of the complex object with a skestaucture
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A model of the object considered here looks a®vat
d N,
GO = A0+ Dw,

i=1
(1) =C x(1) +u.

where:x-state vectory-measurement in the sub-objeg(t) means a measurement
error,wi- system disturbance, whifestate matrix is determined as follows:

x(t,) =%,
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The diagonal elements correspond to the matrixubfabjects state and the
elements below correspond to the diagonal connectietween the sub-objects.

For each particular sub-objects the following fimtal has been defined:

3 =(% = %) BHx =)+ [{ W W (- X V(¥ Ok "
T

in which the matrice®,, W, V are symmetric and positive definite. In a stodbast
formulation of the filtering problem they would cespond to the covariances.
Considerations concern a situation when T,7], t is finite.

Assuming that the multi-user Nash game is takem ¢ohsideration in which
w;, means control, i-the player, adgw;...w) its quality functional. An optimal
solution {w,...w} is determined by the condition of Nash equililoniu

J (W, W) S J(W ., W, W) fori=1,...,N (3)

The problem with filtering is formulated as a taskich aims at finding
the estimatex(t) present state, for which the condition (3) is méh respect to
variablew;.

A solution for the problem with filtering (1, 2, & the estimat& (t) satisfying the
equation of the form

d . o N =
ax(t)—AX(tV; KLy(0-C0)) X(t,) = %, (5)

where coefficients of enhancemdfqtyield the formulas

Ki = F?é\/pl_l' I :1!---1N ’ (6)
and matrice®,; are the solution of the Riccati equations
d_ ~ ~ N = 5 ~
aFi’ = AR+ PA + PC V' pip'zl,(ipiémvj P RGV, CP
=
+DW D", R(t) =R, ©)

The equation (5) will be called here the filter ation (alternatively the estimate
equation). For the object with a serial structuig.(L)i-th the sub-object is defined
in the equations.
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d
Exi(t) = A;x;(t) + Aix;—1(t) + Dyw;(t)

M(t):QX(t)+Upi(t)’ (Sa)
Matrices in the quality indicator (2) and in (1ploas follows:

W = diag[0,..,0W,0,...p P, =diag[0,....,0,R ,0,...p

D, =col[0,...,0D ,0,...p € =col[0,...,0G ,0,..., (8b)

Determining the matri®; as P'q], k, I=1,...Nand substituting the matricélsand
w,P,,D,C from (8b) to (5 - 7) we obtain the state estimsfor the objects with a
serial structure in the form of equations:

d. . )
ai T ARG g =,

d . - - -
axzzAzxz"' A21X1+ K21[ i~ C1X]+ K{ \7n Cz)qz* )"(2([0):7(02

©)
d . B R R N
EXN_ANXN"'AN,N—l XN—1+;{KNj|:yj_CJ)$:|}’ xN(tO):)_(ON
Enhancement coefficients are determined by formulas
Ki =R G\, Ky =BG\, (10)
whereP; is a solution of the Riccati equation
d C _ _
—P =AP+PA-PC V' CP+. i
dt ii i il ll:b A |P| y |q i DWD’ H (to) = F())i' (113_)
while Piij, i > | satisfies the bilinear equation
i-1
%Rii =AR+P A+ AP+ AP
k=i (11b)

A=A-KG, PR({)=0A=A-KG
A=o for i>k+ 1.

It is easy to notice that the equation (9) canddeesl independently remem-
bering about the proper order. A designing of tlierfequations in a sequential
manner should start from the end sub-object.
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3. Decentralized algorithm

Phase algorithm is defined in the following form.

Step 1. In the last sub-object we assume thataimdir enforcements in the
form of the states of preceding sub-objects redudts the connectiondhe Kal-
man-Bucy Filter for N sub-object is defined by thst equation in (9), in which
there is only one enhanceméft andx y.;substitutescy _ ;.

Step 2. Next, we consider the sub-object that stm&f the filter set above
and N-1 sub-object. We create a filter for thigeys

Step 3. We adjoin another preceding sub-objecheogroup of state estima-
tors we obtained. Fig. 2 presents a cascade oljecthree sub-objects.

Step 4. and next. Further attachment of individsidd-objects occurs when
appointing of the group of state estimators foagipular phase has been complet-
ed. First sub-object is the last adjoined for whioh final architecture of the esti-
mator state set is appointed.

In the estimators group for three sub-objects wedistinguish local filters of
enforcement¥,, K, i Ks. Moreover, there occur other couplings bindinghalg
y; — ;% , j <i from the preceding sub-objects and estimatorsofeaments<;;, K;
are defined in a decentralized manner. The estiigtoup obtained here has been
called a sequential filter [8].

l W1 l W2 le system disturbances

VA

£ £
X1 ’ - X2 - X3 - subobjects

A

l Vo —l Y2 l Y3 measurements
-

r— X

! an’ D .

FL el FL - — - — local filters
l ; ' l L/ l FL 2

J| F12 r F23 =9y

) 4
—
F13

intersction filters

v

Figure 2. Block diagram of the object with sequential filter
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The quality of the presented method is:

» Filter realization requires the knowledge of measwnts only from the
current objects and the preceding ones.

» Enforcements can be appointed in a sequential masokving problems
with low dimensionality.

» Local back couplings are calculated based on thgisos of Riccati equa-
tions, and cross-linkage based on bilinear solstion

» The presented method leads to obtaining a strutiiatecorresponds to the
classic linear-quadratic problem with the Kalmarcgfilter.

»  Strict proof of how much it is reasonable to sefmtlae design of regulators
and filters for cascading objects is an issue @nfibld of stochastic differ-
ential games.

The presented method leads to obtaining a struttatecorresponds to the classic
linear-quadratic problem with the Kalman-Bucy filte

4. Simulation experiments

Simulation studies were conducted for the objeat dtomprises three identi-
cal sub-objects and the same connections betwesn @y,= A,3). Such object
then was submitted for system disturbances witiouarset intensity of influence
Ws=[1 0; 0 1]. The measurements from the sub-objkats also the same com-
mon disturbance covariandé Values of state matrix in (18 (i = 1, 2, 3) are as
follows: [0.2 0.0; 0.185 0.71]. The influence oktmatrix of connections between
sub-objectsA; has been investigated on the value of coefficiehtditer enforce-
mentsK;, K; (for W5 = [6, —4; -4, 2],V = 0.3). Results were shown in Table 1.

Table 1. Filter gains for different connections betweenghb-objects
(Ws=[6,-4;-4, 2],V =0.3)

Lp | Ki—local gains| K;- intersection gains A~ Intersection
matrix

1 -4.3596 0.0480 1 0
2.2538 -0.0037 0 1

2 -4.3596 0.2310%10°° 0.8 0
2.2538 -0.0176 10~° 0 0.8

3 -4.3596 0.1483 %1077 0.7 O
2.2538 -0.0113 41077 0 0.7

4 -4.3596 0.00132 0.5 0
2.2538 0.00005 0.25 05

5 -4.3596 0.0451 0.5 0
2.2538 0.0018 0.3 0.5

352




Local filter gains have higher values than croskdge gains. The state of correla-
tion matrix has a significant influence on the e wf cross-linkage gains.

Table 2. Filter enforcements for different covariance ateyn disturbances

- N . . Aj- intersection | W — covar. sys
Lp K; - local K- intersection gains matrix disturb.
1 -2.9736 0.00202 05 O 3 -2
1.5121 0.00006 0.25 05 -2 1
2 -2.9736 0.16727 0.8 0 3 -2
1.5121 -0.0182 0 0.8 -2 1
3 -1.1478 1.3555 05 O 1.0 -5
1.3545 0.0463 0.25 0.5 -5 1.0

Lower values of system disturbance intensity gdmsetawer values of filter
enforcements.

Table 3. Filter gains for different covariance of measuratealisturbances
(Ws=[1.0 -.5;-.5 1.0))

Lp | Ki-local gains | K;- intersection gains Aj-intersection | V- covariance
matrix measure
1 -0.4845 1.0097 0.5 0 1.2
0.5215 0.0618 0.25 05
2 -2.1199 2.0910 0.5 0 0.1
2.6498 0.0424 0.25 05

More exact measurements lead to generating of higoefficients of filter
gains, while the growth for the cross-linkages shdewer dynamic of changes.
The selected results of simulation studies arecptesl below.

353



Changes in time of the estimation error covariance matrix P
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Figure 3. The course of elements of estimation error comagamatrix (for covariance

6 -4;-4 2)

matrix system disturbanc&¥

For the courses from Fig. 1 we obtained the cdefiis of local gains with

valuesKg = [-1.9959; 0.9957].

States and their local estimate for subobject

- - - — - estymate of x1
- — - — - estymate of x2 ||

-state x1
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Figure4. The course of the state coordinatamrd its estimate
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States and their estimations for second subobject of system

concentration [mg/I]

time [day]
Figure 5. The course of the estimate of state (from loodl sequential filter)

The differences estimates of the sequential and classic filter for 2 subobject
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Figure 6. The course of the difference of estimates for cbject 2
(from local and sequential filter)

The investigation covered simulation courses offilkering process of object
state using a group of local and sequential filtBiggest differences between state
and estimate occur at the beginning of the filgerprocess, and it results from
setting zero initial estimates. However the cowfkstate estimates is relatively
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quick in keeping the change character of state gdmrand estimation errors
decrease.

Gains of filter are closely dependent on the charaof disturbance the
increase in measurement noise intensity reduce. tieoss-linkage gains for seg-
ments further than the first-third are relativadyland are practically insignificant.
The influence on the values of cross-linkage galas depend on the elements and
configuration of matrix of connections between stfects, that is the growth of
values generate higher filter gains.

5. Conclusion

The simulation studies and the solution discussethé paper that allows
determining the enforcement of sequential filteaidecentralized manner present
a general approach. However specific complex strast of objects need to be
considered. In this article a sequential filtes baen obtained, that comprises local
estimators that realize estimations with localoecéments (optimal local filters)
and corrections that result from the fact thatabmplexity of the problem of esti-
mation error minimization has been taken into cdeigtion. Those additional
corrections of estimates that come from the caoestcalculated from the bilinear
equations improve the quality of estimation prodasslation to the local consid-
erations. It needs to be emphasized that firsRilkeati equations (connected with
sub-objects) should be solved, and next bilinearagogns be calculated, on the
basis of which cross-linkage enforcements are taed. Dimensionality of both
iIssues comes down to the size of individual suleaibj In such a way a decentral-
ized method of gains determination in filtering teys of objects with complex
structure is obtained. This is a hierarchical whgalving estimation questions for
objects with high dimensionality. A feature of theesented method is that filter
realization requires all sub-objects to be measunet necessarily the one which
represent whole states vectors. It can be assuma¢dhie idea of consideration has
a hierarchical character in a way. The gains of filter can be appointed in
a sequential manner, solving problems with low disienality. It is necessary to
notice that the structure of gain matrix for theokghobject is a lower triangular,
despite the occurrence of zero elements that ganeswith them in the state ma-
trix A (except from diagonal and neighboring onetol).

A digital simulation of the object state filteriryocess has been conducted
with the use of the group of sequential filterseiggest differences between state
and estimate occur at the beginning of filteringgasss, and it results from the ap-
proved initial zero estimates. However the courSetate estimates is relatively
quick in keeping the change character of state gdmrand estimation errors
decrease. Coefficients are closely dependent oncltzacter of disturbance,
the increase in measurement noise intensity rethera. Cross-linkage gains for
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segments further than the first-third are relagidelv and are practically insignifi-
cant. The influence on the values of cross-linkggms also depend on the ele-
ments and configuration of matrix of connectionsaraen sub-objects, that is the
growth of values generate higher filter gains. @halysis of the results of filtering
process simulations for the cases when we useugp gfounrelated local filters and
a group of sequential filters fails to show anyngigant differences. However,
a trace of covariance matrix for the latter casaiigmal, of 1+2%, smaller than in
the former. Such small differences, in the proadgsractical realization, entitle to
consider alternative exclusion of the connectiarly evhen it would lead to a sig-
nificant reduction of the costs of control system.
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