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1. INTRODUCTION

A population with identifiable units will be denatdy U={1,...,N}. Fixed size
samples drawn without replacement will be considiefen unordered sample of
size n is defined by the subset{k,,...,.k} /U of the populationJ. The sample
space is denoted [U) or S. Sampling design is as follows:

A P(920 and Y P(s)= 1 (1)

sOs sOs

Let us define the following sets:

B(k) ={s kO3 ki1, .., N

2
B(kt) ={s k t03% kt &L .., N @)

Inclusion probabilities are defined by the follogiaxpressions:
=Y P9 m,= Y R9 (3)

sOB( k) sIR k)

The well-known sampling design of the simple sangi@vn without replace-
ment is:

Fg(s)z(’:j_ for all sOJS. 4)

Let x=(x;) be the matrix of dimensionsxN, i=1,...m, j=1,...N. It consists
of values of an  mdimensional auxiliary variable. Let
x;j =[x, ... %;1, 1=1..,N, be an observation of the-dimensional variable
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attached to &th population element. The vectgr =[x, ... x, 1, i=1,...m, con-
sists of observations of tlieh auxiliary variable. Then:

X
X=(Xy X, e Xy) OF X=| .|, (5)

X

Values of auxiliary variables observed in a sangptd sizen can be written
as the matrixxg =[x ; ... x; ]. Let X' =[X...X...X,] be the vector of the pop-
ulation means, where:

X :%Z X, i=L...m, z=(x -%), i=l..mand = g, ..z ]

where:
zl =[(%;, =) o O, = %)l k=1, 0 u=(x% —%(9),
where:
_ 1N
Xi(S) :—Z Xj’ Usz[l.ljl...ujn].
N ios
where:

ul =[x, =X (9 (%, = (P kL.t

Then, zs andus are sub-matrices of the matricesndu, respectively. Hence,
the sub-matricegzs andus can be obtained through dropping all the columns
of the matricesz andu except those which correspond to the populatiea el
ments drawn to the sample s.
The population variance-covariance matrix is aves:

V(x)=N7zz", V.(x)=(N- ])_1 zz", V(x)=( N-}V.(x) IN (6)

The sample variance-covariance matrices can beeatefas follows:

V,(x) =n"ug(ud" V. (x) =(n=9 udud" vV [x)=(mv.Lx) 1n (@)
V,.(x) =(n-1"2(z)", V,{x) :V*S(x)+ni_1 &-&-X).  (8)

The trace of the variance-covariance matrix israfias follows:
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)= r(V(¥), G(3= V(). «i(>>=NT_1 ix.

The parameteg?(x) can be rewritten as follows.

F0=Xd =3¢ a= X o)

The elements of the column vectoy can be treated as coordinates gfth
point in m-dimensional space. Let the point wittormbnatesX be the centre
of population. Hence, g is the distance betwegthaspace point and the centre.
Henceg?(x) is the mean squared distance between a spacs poit the centre.
The parameteq(x) is called the mean radius of the m-dimensionaiatde x.
S0,q7(x) is the squared mean radius of the m-dimensiomablex.

The sample squared mean radius is as follows:

KR =tr(Vg(X), d(R=tV ), dL¥=uy(y. (11)

Let us note that’, (x) :Ll (R
n —

The parameteqy(x) is called the sample mean radius of trdimensional vari-
ablex. The parametar’(x) can be rewritten as follows:

m

1 2
== q(3 (3= Y(x-%¥ . (12)

jOs i=1

Moreover, we can easily show that:

TS (x-x) - (13)

q (¥ =
2n(n+ 1) jOs tOs =1

The population generalised variance is definechiyfollowing expression:

g=N"|zZ

(14)

The sample generalised variances are defined bipthmilas:

gs =N U |, (15)
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e =n "2 . (16)

Particularly, ifm=1:
13 ~
g=V(X=v= Of(%=NZ( X=X
and

9s =VS(X) = Vs= (j; 3 =%Z( )g__xgz'

2. SAMPLING DESIGN PROPORTIONAL TO THE DISTANCE FROM
THE CENTRE OF SPACE POPULATION

The sampling design proportional to the sample nadahe auxiliary variable
proposed by Lahiri (1951, pp. 133-140) and Midz(h®@52, pp. 99-107) and
Sen (1953, pp. 119-127) adapted to our problers fslbws:

= (N
Fg(s):%( j for all sUS. a7
gln

where: g, :lz q. g :iz q. see the expression (10). Hence, the sampling
ids kou

designPy(s) is proportional to the mean sample distance betwspace points

(selected to the sampls) and the centre with coordinates denoted by

X' =[X..X..X ]. Lahiri (1951, pp. 133-140) and Midzuno (1952, pp-107)

proposed the following sampling scheme implementiregP,(s). The first ele-

ment of the sample is selected with the probabibity) = 9 , k=1,...,Nand the
Ng

next (1) elements are selected in the same way as th@essample of size
(n=1), drawn without replacement.
The inclusion probabilities of the first and secomdler are as follows, see
Brewer and Hanif (1983), Wywiat (1991, pp. 21-28)ywiat (2003):

__N-n g-gq,n

_(N—l)N—ﬁ +—N, (18)

k
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__n(n-1) N (n-1)(N-n g,+q-2q
N(N-1) (N-2)(N-)N §

(19)

kt

wherek#t=1,...N.

Hence, the probability that theth population element will be selected
to the sample is proportional to the distamgeThis and the expression (17)
implies that the sampling desidh(s) prefers drawing the elements which are
far from the centre of the space population.

3. SAMPLING DESIGN PROPORTIONATE TO THE SQUARED SAMPLE
MEAN RADIUS OF AUXILIARY VARIABLE

The considered sampling design is the followingigtitforward generali-
zation of the well-known sampling design proposgd3ingh and Srivastava
(1980, pp. 205209):

14X
NY o (x)
n

where the parameter%s(x) and %s(X) are given by the expressions+{d)3).
Hence, the defined sampling design is proportieddahe mean of squared dis-
tances between space points (selected to the sanptel the centre with coor-

R(9=

(20)

N
dinates denoted bx' :[E(s)..._)l((s)..f;g(s)], where: Xics) 2%2 X On the
jos
basis of the expression (13) we can say that theplaag design Px(s)
is proportional to the mean of squared distancésdsn all space points select-
ed to the sample. Hence, the sampling design prefers drawing sasnpiéh
population objects (elements) which are far eacimfother.

If m=1 the above sampling design reduces to the SimghSavastava's
(1980, pp. 205-209) sampling design. The samplaingse implementing this
sampling design is as follows. The first two eletseare selected to the sample
with probabilities:

a(jt)=—= : (21)
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where j<t,j=1... N-1Lt=j+1,.. N.The nexin-2 elements are selected

using simple random sampling design without reptea® from the set)-{j,t}.
The probabilities of inclusion are as follows (ségwiat (1995)):

n’k:£+&ak, (22)
N N(N-2)
Where:qu=zm:()§j —TI()Z, a :%, for k=1,...,N.
i=1 X
_n(n-1)  (N-n (1_(N—1)(N— rrl)j eals
“ N(N-1) N(N-2) N( N- 3) (8. +a) (23)

_2(N-n)(N-n-1)
N*(N-2)(N-13)

2(N=- nN(N- n-1)
N? (N-1)(N- 2)(N- 3)

b -
where:

b =42 ———, fork#zt=1...,N.

The expression (22) implies that tkeh population element is drawn from a
population with probability proportional to the sged distance betwedath
population element and the central element withrdioatesx.

Let us note that the defined by the equations §h@) (11) parametar(x) can
be rewritten as follows:

n n

1
Z qz(x*j’x*k)y

2
2n j=1 k=1

9z (x) =

where:

m

qz(x*j,xk)z(xj _Xk)T (x j _xk) =Z()§i _XK)Z’

i=1

is the squared distance between the populatiof-the@ndk-th population ele-
ments which are identified by the coordinatgsandx,, respectively. This and
the expression (20) implies that the sampling deBigs) is proportional to the
sum of the squared distances between all popul&iements selected to the
sample. Hence, the sampling deskfs) prefers drawing the samples with ele-
ments which are largely spread. It means that ehent of the sample is far
from the other.
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4. SAMPLING DESIGN PROPORTIONATE TO THE GENERALIZED
VARIANCE OF AUXILIARY VARIABLE

Wywial (1997, pp. 129-143) Wywiat (1999, pp. 73-8Wywiatl (19994,
pp. 259-281) generalized the Singh-Srivastava’'s pBagh design
to the following sampling designs proportional h® tsample generalized vari-
ances of multidimensional auxiliary variable.

|z, 2, |
N-m ’
n-m
where the matrix, z! is defined in the first paragraph 1.

Let z(ky,...k) be a sub-matrix obtained through eliminating t®@umns
of numbersky,...k from the matrixz. Wywiat (1997, pp. 129-143), Wywiat
(1999, pp. 73-87) derived the sampling scheme hadtobabilities of inclu-
sion. Particularly, the inclusion probabilitiestbg first and second order are as
follows:

R(s) = sOs, (24)

N-n |z(Kz" (K|

3) =1- =
=1 N N7 g k=1,..,N, (25)
7 =1 mﬂz(h)z CRCRACE:
(26)
[ hZ (k]
The next sampling design is as follows:
P.(9 = nlu, , | s0S. 27)

N-m-1 - ’

n-m-1 J
Whenm=1, the sampling design is reduced to the samplegign proportional
to sample variance considered by Singh and Srivagte980, pp. 205-209). Let

X(Ky,...,K:) be a sub-matrix obtained through eliminating¢blimns of numbers
ki, ...,k from the matrixx. Moreover, let:

V(K oK)= X (K ek, )= K (K DT
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Jn-w IS the column vector with all its (N-w) elementgial to one and:

Rk, ) = T X (K, ) e

Wywiat (1997, pp. 129-143, 1999, pp. 73-87) derivéiid probability
of drawing without replacement elemehts.. k. to a sample s during the r fixed
selections from a population. The inclusion proliéds of orderr=1 andr=2
are as follows:

V() VT (K), (28)

S (N-m-1 -
n-m-1 J

5 1 N-m-2 .
”ﬁh)_l_(N—m—lJ - {(n_m_lj(N—l)Uv(k)v (k) +
9

(29)
N-m-3
+|v(h) v (1) ]—(n_m_lj(N—z)\v(k, W' (k tﬂ}.

Let x(k,...k ) be a sub-matrix obtained through eliminating h# tolumns

from the matrixx except the columns indexed by numblars.., k... It is well
known based on the multidimensional geometry thatsguared volume of the
parallelotop spanned on the points which coordsate columns of the matrix

x(k,...k . ) is as follows:

m+1

DY (KooK )= def[x & ok 9]

It is well known, see e.g. Wywiat (2003) , that tlgeneralized variance
of anh-dimensional variable is proportional to the sumthad squared volumes
of parallelotops:

g > Ak, kL),

(koo K

where:K; is the set of alh-elements combinations without repetitions of ele-
ments of the samplg Thus, when the observed in the sample populaien
ments are well spread in the population then tmegdized variance take rather
large value. Hence, the sampling dedRy(s) prefers selecting the sample which
are well spread in the population. Similar conauas¢can be made on the sam-
pling designPs(s).
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5. SAMPLING DESIGN DEPENDENT ON THE ORDER STATISTIC
OF AUXILIARY VARIABLE FUNCTION

Let Q(r) be ther-th order statistic from a simple sample drawn withre-
placement. LetJ(0;1) and () is the integer part of the valuer. The sample
guantile of the orderais defined asQsa=Q(r) where r =(na)+1 and
(r-1)h< a<r/n. Let U;=(1,...]-1) be a subpopulation of the populatidrand
let s; be the simple sample of sizel), drawn without replacement frot.
Similarly, let U,=(i+1,...N) be asubpopulation of the population
U and lets; be a simple sample of siza-), drawn without replacement from
U,. Hence,s=(50{} O g is such a sample that the value of th& order
statistic of the distance variable - observed enghmple - equalg and thez-th
order statistic of an auxiliary variable - observedhe sample - equalg. Let
S ={s Q(r)=q}. Hence, the se§; is the sample space of all such samples that
Q(r)=q.. Wywiat (2008, pp. 277-289) proposed the followsampling design
proportional to the value of an order statisticaof auxiliary variable. In our
case, it is proportional to a value qi of Q&) order statistic:

g
P = ' :
5(S| r) Nn+r(j_1j(N_jj (30)
2 q
= \r=1/\n-r
for s/79(r;i), i=r,...,N-n+r. Particularly, ifx, = ¢>0 for all i=1,...,N the above

sampling design reduces to tRgs) simple sampling design. The conditional
version of the sampling design is as follows:

a

(-1 (N=G)

2 q

m\r=1)\n-r
wherer <u <i <v<N-n+r.

Let us define such a functialft) that if 0, Jt)=0 elsedt)=1. Moreover, let:

v (j-1)(N -
Z'(u'v)zzq(r—lj(n—rj'

The inclusion probabilities of the first order aefollows:

forsOS(r,i), (32)

P(s|riuv)=
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_ Au-RAr-Dov-1(u- 1) | —2)(N -ijq .

z(uv =\ —2)\n-r
Ak-u+S(v-k+n)( o oo Gi-1)N-i-1
+ 29 (J(n NIk - k 1)qu r—lj(n—r—lj q+

(32)
+(k_1j(N_kJ +5(r—1)5(v—k)i(i_2J(N_iJ +
r=1\n-r & Za\l =2\ n-r q

, A=Y= NAN-Y ¢ i‘lj('\'_i_qu, fork=1,...N.
z(uy SAr-1\n-r-1

The probabilities of the second order are derived Viywiat (2008,
pp. 277-289). The sampling scheme implementing RE@8|u,v) conditional
sampling design is as follows. Firstly, populat&daments are ordered according
to the increasing values of the auxiliary varialffacondly, the-th element
of the population is drawn with this probability:

e

p,(i|ru,v)= . . i=u,.V
v =1y N =i
2,0 e

Finally, the simple samplg of size(r-1) is drawn from the subpopulation
U; and the simple sampsg of size(n-r) from the subpopulatiods.

Particularly, the sampling desidPs(s|u,N-n+p prefers such samples that
r-th order statistic of the distance variable isagge tharu.

The construction of the sampling design leads éoctbnclusion that proba-
bility of selecting the population element is pragmal to its distance qi from
the central element of the population with coorthsas . Hence, the elements
placed far from the centre of the population aref@red to be drawn to the
sample.

6. SAMPLING DESIGN DEPENDENT ON THE NEIGHBOUR MATRIX

It is assumed that the neighborhood of the pomragiements is fixed and
identified by so called neighborhood matrix. Wyw({996, pp. 1185-1191) and
Wywiat (2003) constructed sampling designs on thsid of that matrix. First
sampling designs prefers drawing population elesjemltich are neighbors.

Next one prefers sampling elements which are njgtcadt to each other.
The position of population elements can be ideedifby neighborhood matrix
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A=(ajj). If the elementsi{) are neighbors (are not neighbors) thgr1 (gjj=0).
The sampling design, which prefers the neighbaometgs to be drawn without
replacement, is as follows:

2.8
P = (34)

PIDICE

sOS i, j0s

where the sampling space is denoted®hy

The design that prefers drawing without replacentbatelements which
are not neighbors is as follows:

F;(s)oog(rf— N+a-3 a,

i,jCs

P.(s)>0 provided thatr>0.

1n(n—1)+a—z 3
P(9=— i (35)

W
—n(h-Y+a|-p
njL2

B=2.23.

sOs i ds

where:

It is obvious that:

. 1
imP, = —
Q- N -

Hence, ifa- «, the sampling desigR,(s) tends to be a simple sampling design.
So, in practice the parametgishould be assumed to be small.

Figure 1. The population.
1 ] 2] 3] 4] 5]

Source: author’'s own.

According the above definition the mat#xis as follows:
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1 1 0 0 0
1 1 1 0 0
A= O 1 1 1 0
0 0 1 1 1
0 0 0 1 1

When we assume that1 on the basis of the expression (35) we calculate
(=13 and the probabilities of selecting the e.g.shmples,=(1,2,3),5=(2,3,5)
arePg(s,)=2/27,Pg(s;)=3/27, respectively.

Finally, let us propose the following neighborhaueltrix B=(bjj). If the el-
ements ij) are neighbors (are not neighbors) thgp=0 (bjj=1), i=1,...N.
Moreover, we assume thbt=0, i=1,...N. The sampling design preferring the
elements which are not neighbor to be drawn witheptacement, is as follows:

2h
R(9=e (36)

220

s0S i, jOs

For instance, according the above definition, thegrix B for the population
shown by Figure 1 is as follows:

0 0 1 1 1
0 0 0 1 1
B=1| 1 0 0 0 1
1 1 0 0 0
1 1 1 0 0

Hence, the probabilities of selecting the e.g. s@mnpless=(1,2,3) and
s$1=(2,3,5) arePy(s;)=1/18,Pg(s,)=2/9, respectively.

Finally, let us define the elements of the maBix(bjj) as follows. Let k be
the minimal number of population elements whichesafe the i-th and j-th pop-
ulation elements. We assume thgtk, i,j=1,...N, k=0,.1,2,...5. If k=0, the
elementsi(j) are neighbors. We assume thatO fori=1,... N. Whenk=1, there
is one population element betweenigh and aj-th elements and so on. For
instance, in the case of the spatial populatiom#iighborhood shown by Figure
1 the matrixB=(bjj) is as follows.

0 0 1 2 3
0 0 0 1 2
B= 1 0 0 0 1
2 1 0 0 0
3 2 1 0 0
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So, the probabilities of selecting the e.g. the @ass,=(1,2,3) ands;=(2,3,5)
arePg(s1)=1/30,Pg(s,)=0.1, respectively.

The considered in this section sampling designsdafmed on the basis
of the neighborhood matrixes which can be treated kind nonparametric dis-
tance matrix between elements of a spatial popumatrhe sampling designs
P.(s) and Pg(s) prefer to draw the samples consisting of popoiatlements
which are not neighbors.

7.HORVITZ-THOMPSON ESTIMATOR

An observation of a variable under study (an aawilivariable) attached to
the i-th population element will be denoted y(x>0), i=1,...,.N The well-
known Horvitz-Thompson (1952, pp. 663—-685) estimaas follows:

sz

It is well known that the strategy, . P(s)) is unbiased for the population mean
when all inclusion probabilities are positive. Mover, let us note that
(t,..P(s) = (Y, P(9) is the mean from the simple sample drawn witheptace-
ment. The variance of the strategy is as follows:

0 (1) =3 | me- )+ 2 E 3R () @9

k=1 k#i =1 TLTT

The unbiased estimator of the Horvitz-Thompson isdiels variance
is as follows:

DSZ (tHTS) =

L5(Lf @)t EIRnIn g

2
N* ios\ 72, wi 1 ILIT TT,

Hence, the presented estimator can be used toagéstammean value of a varia-
ble under study in a space population.

8. CONCLUSIONS

Presented sampling designs can be useful in tleevelasn the observations
of a multidimensional auxiliary variable are knownthe entire population. For
instance, the auxiliary variable can be defined@wdinates of population ele-
ments in space. Such auxiliary information let assdistance between space
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population elements in several aspects. The propss@pling designs are func-
tions of distance measures. Usually, the presesatagbling designs prefer draw-
ing samples including population elements whichfardrom the space popula-
tion centre. Another sampling design prefers tedethe population elements
in such a way that the distances between themaage.| Moreover, there were
considered sampling designs preferring to drawstdraples consisting of popu-
lation elements which are not neighbors.
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Janusz L. Wywiat

ON SPACE SAMPLING DESIGNS

Statistical research dealing the regional econgmniblems are based on the spatial data.
When spatial populations are large then data atheupopulation elements have to be observed in
random samples. In the paper a review of the sagplesigns used to draw samples from spatial
populations is presented. Especially, the compter@ing designs dependent on auxiliary varia-
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bles are considered. It is well known that a spatigulation should be well covered by the sam-
ple. We show that this property is fulfilled by te@mpling designs considered in the paper. More-
over, it is mentioned that the sampling designs lmampplied to the estimation of the population
average in afinite spatial population by meanghef well-known Horvitz-Thompson statistic.
In general, sampling design proportional to theugabf positive function of multidimensional
auxiliary variable is considered. It is assumed #ibobservations of the auxiliary variables are
known. Observations of the auxiliary variable cantteated as coordinates of appropriate points
in multidimensional space. The sampling designp@rional to the mean of distances between
population points and a population centre, to theet of variance-covariance matrix, to the gener-
alized variance of the auxiliary variable are cdestd. Some sampling designs proportional
to functions of order statistics of the auxiliargriable are presented, too. Finally, the sampling
designs dependent on a neighborhood matrix arddares. Sampling schemes implementing the
sampling designs are shown, too.

O LOSOWANIU PRZESTRZENNYM

W pracy przedstawiono plany i schematy losowanddb prieprostych z populacji skozone;j
i ustalonej zalene od obserwacji wielowymiarowej zmiennej dodatkpwaktada s, ze obser-
wacje tej zmiennejgsustalone (nielosowe) i znane w catej populacjisxzegélnéci geome-
trycznym obrazem obserwacji zmiennych dodatkowyclgantby¢ wspétrzdne punktéw na ptasz-
czyznie (w przestrzeni) euklidesowej. Zaprezentowarskepajace plany losowania: Plan propor-
cjonalny dosredniej odlegtéci obserwowanych w prébie punktéw przestrzeni ggimktu trak-
towanego jako centralnym. Plany proporcjonalne fdadu macierzy wariancji i kowarianciji
z proby wektorowej zmiennej dodatkowej albo jej dlogpnej wariancji. Nagpny plan jest pro-
porcjonalny do warti statystyki pozycyjnej zmiennej dystansowej. Wiéw przedstawiono
plany zalene od pewnej macierzyasiedztwa elementéw obserwowanych w probie. W pracy
réwniez zasygnalizowanaze prezentowane plany losowaniaugyteczne przy estymaciji wago
sredniej zmiennej badanej w populacji za pomoicanego estymatora Horvitza-Thompsona.



