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Abstract
Background: The possibility of using a computer by a disabled person is one of the difficult problems of the human–computer 
interaction  (HCI), while the professional activity (employment) is one of the most important factors affecting the quality of 
life, especially for disabled people. The aim of the project has been to propose a new HCI system that would allow for resum-
ing employment for people who have lost the possibility of a standard computer operation. Material and Methods: The basic 
requirement was to replace all functions of a standard mouse without the need of performing precise hand movements and using 
fingers. The Microsoft’s Kinect motion controller had been selected as a device which would recognize hand movements. Several 
tests were made in order to create optimal working environment with the new device. The new communication system consisted 
of the Kinect device and the proper software had been built. Results: The proposed system was tested by means of the standard 
subjective evaluations and objective metrics according to the standard ISO 9241-411:2012. The overall rating of the new HCI sys-
tem shows the acceptance of the solution. The objective tests show that although the new system is a bit slower, it may effectively 
replace the computer mouse. Conclusions: The new HCI system fulfilled its task for a specific disabled person. This resulted in the 
ability to return to work. Additionally, the project confirmed the possibility of effective but nonstandard use of the Kinect device.  
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Streszczenie
Wstęp: Możliwość korzystania z komputera przez osoby niepełnosprawne jest jednym z trudniejszych problemów interakcji czło-
wiek–komputer, natomiast aktywność zawodowa (zatrudnienie) należy do najważniejszych czynników wpływających na jakość 
życia, szczególnie osób niepełnosprawnych. Celem pracy było zaproponowanie nowego systemu sterowania komputerem pozwa-
lającego na powrót do pracy osobom, które straciły możliwość standardowej obsługi komputera. Materiał i metody: Podstawo-
wym założeniem nowego systemu było zastąpienie standardowej myszy komputerowej urządzeniem, które nie wymaga wykony-
wania precyzyjnych ruchów ręką i palcami. W pracy skorzystano z kontrolera Microsoft Kinect jako urządzenia rozpoznającego 
ruchy rąk. Przeprowadzono badania wstępne w celu określenia optymalnych warunków pracy nowego urządzenia i opracowano 
nowy system składający się z kontrolera Kinect i oprogramowania do niego. Wyniki: System został przetestowany z wykorzy-
staniem standardowej oceny subiektywnej i obiektywnej zgodnie z normą ISO 9241-411:2012. Ogólna ocena nowego systemu 
wskazuje na akceptację proponowanego rozwiązania przez badanych. Obiektywne testy pokazują, że nowy system – choć jest 
nieco wolniejszy od standardowego – może skutecznie zastąpić mysz komputerową. Wnioski: Nowy system interakcji człowiek– 
–komputer spełnił swoje zadanie dla konkretnej osoby niepełnosprawnej, czyli umożliwił sterowanie komputerem, a tym samym 
powrót do pracy. Dodatkowo badanie potwierdziło możliwość skutecznego niestandardowego wykorzystania urządzenia Kinect. 
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GESTURE CONTROLLED HUMAN–COMPUTER INTERFACE 
FOR THE DISABLED

INTRODUCTION

One of the most important things in evaluating the 
quality of life is professional activity (employment). The 

authors of the First European Quality of Life Survey [1] 
underline the importance of employment for subjecti-
ve well-being. In other words, a  satisfying job means 
a great life. Although a work-life balance (the relation-
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ship between work and family life) plays a significant 
role in determination of a  life satisfaction, the study 
shows that the job satisfaction, especially in the case of 
a  disabled person, is the key aspect. The analysis ba-
sed on the independent research shows that the profes-
sional activity of a disabled person is one of the major 
elements of social functioning [2]. Moreover, the study 
shows that the quality of life of a disabled person de-
pends heavily on the aforementioned employment and 
age [3]. Therefore, the loss of work due to an accident 
drastically changes the quality of life, and is usually fol-
lowed by the additional negative sociological consequ-
ences, such as decline in the number of social contacts. 
This process deepens with the longer and longer time 
of inactivity [2].

On the one hand, the widespread usage of com-
puters in the office work causes the need to increase 
one’s qualifications. On the other hand, it reduces the 
amount of job opportunities for people who cannot 
operate a computer. In order to increase employability 
among disabled people, modern operating systems are 
constructed in such a way that they may be operated by 
the visually impaired, deaf, or by means of a keyboard 
instead of a  mouse. However, despite these improve-
ments, the loss of ability to handle a computer mouse 
reduces productivity. It should be noted that difficul-
ties in the use of manipulators, such as a mouse, occur 
not only as side effect of an accident but also because 
of various types of conditions e.g., carpal tunnel syn-
drome (CTS) [3]. Of course, the level of quality of life 
is affected by many other factors, and above all, the low 
level of education and place of residence (a small town) 
play a role [4]. This has been particularly important in 
recent years, when it has been observed that employe-
es more frequently perform work at home as an alter-
native to daily work at an office. However, in this case 
a  very important factor is efficiency of one’s compu- 
ter work. 

Despite the development of various types of the hu-
man–computer interaction (HCI) equipment, compu-
ter usage by disabled people with a hand dysfunction 
may still pose problems. If the range of motion beco-
mes insufficient to use a computer mouse or other poin-
ting devices (a trackball, joystick, etc.), this in practice 
causes the inability to use a computer. 

Since  1973 a  computer mouse has been the most 
common HCI device used in order to control a compu-
ter [5]. As a matter of fact, since the time when Xerox 
introduced the first computer mouse, little has changed 
in terms of using a mouse to move the cursor on the 

computer screen. Although other HCI devices serving 
the same purpose had been proposed, e.g., a trackball 
and joystick, they have not replaced the computer 
mouse. The latest invention – a touchpad, is a replace-
ment of a traditional computer mouse for laptops. Due 
to the usage of multi-touch surface, a touchpad is able 
to recognize some simple touch gestures. This makes it 
easier to control and to speed up communication with 
the computer. Unfortunately, none of these solutions 
allows for a convenient usage of the computer for a di-
sabled person with a hand dysfunction. 

A  significant number of devices, the purpose of 
which is to detect and recognize the movements made 
by a  human, could be found. The perfect example is 
offered by the devices which recognize the gestures 
used in various types of the  HCI, e.g.,  the Microsoft 
Kinect (Microsoft,  USA)  [6], Leap Motion (Leap Mo-
tion Inc., USA) [7] and Myo Gesture Control Armband 
(Thalmic Labs Inc., Canada)  [8]. There are also many 
different  HCI solutions designed for disabled people. 
Besides hand gestures, position of face and head may 
also be a source of information in the HCI. Within the 
work of Mandal  et  al.  [9], after an initial selection of 
skin color, the face/head poses are used for the ana-
lysis purposes. Strumiłło and Pajor [10] described the 
similar system based on face recognition. The analysis 
of head and mouth is used in computer access for a di-
sabled person [11]. Authors of the solutions based on the 
analysis of head’s poses, often added the simple analysis 
of the closed and opened eyes. Advanced recognition of 
eyes image, such as an eye tracking, may also be useful 
in the HCI together with detections of head position. 
The survey of such solutions may be found in the pa-
per prepared by Al-Rahayfeh and Faezipour  [12]. The 
survey of eye tracking method was presented by Singh 
and Singh [13].

Kinect, designed by Microsoft, is an example of 
a  very interesting solution created for the entertain-
ment industry. Moreover, the construction of the de-
vice allows to use it for a higher purpose. It is possible  
due to the Kinect’s ability to identify the body parts  
location with the precision required by the motion  
capture usage. It was confirmed by D’Orazio et al. [14]. 
They overwind different devices and methods used for 
gesture recognition purposes and confirm that Ki-
nect is one of the most serious modern devices of  
this type. 

The article [15] includes the description of anthropo-
metry for measuring body composition in human cli-
nical research and practice. It is worth noticing that in 
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order to recognize the location, Kinect does not require 
a patient to wear additional hardware that could limit 
his/her movement [16]. That means that Kinect is a low-
cost system which slowly becomes a standard in reha-
bilitation [17–19]. Authors of such solutions appreciated 
not only the usage of virtual reality [17,18,20] but, first 
of all, the possibility of creating a unique real-time bio-
feedback [17,18,21]. Thanks to that it is possible to de-
termine whether the patient’s movements have reached 
the rehabilitation standards. It allows the therapist to 
view rehabilitation progress and correct the therapy. 
The analysis of the Kinect possible medical usage was 
characterized by Levac et al. [17]. Based on other publi-
cations, the authors of this article list possible solutions 
of medical problems such as: stroke, multiple sclerosis, 
cerebral palsy (CP), ataxia, adolescents with ankle spra-
ins. Some more issues should be taken into account: 
motor impairments [21], Parkinson’s disease [22], total 
knee replacement (TKR) [18], which were descripted in 
other publications.

The Kinect’s advantages, which were appreciated in 
medicine, had become the primary reason for which 
this device was used in the solution described in our 
article.

The aim of this project has been to develop a sim-
ple and effective HCI system to control the computer 
with hand gestures made by the user on or above the 
surface of the desk. The device was designed for an em-
ployee who, as a  result of the accident, lost the abili-
ty to perform movements of 2 fingers and to perform 
precise movements of the wrist. Since that time, he had 
had great difficulties in performing precise hand mo-
vements, which did not allow him to use the standard 
devices to control the computer. The aim has been to 
develop a solution that would replace all the functions 
of a standard computer mouse without the need for pa-
inful movements of a hand, thereby to allow the user 
to communicate with a computer effectively and with- 
out discomfort. The solution has been dedicated for 
a specific person but it is possible to use for many other 
purposes.

MATERIAL AND METHODS

Basic requirements
The following assumptions were made. The proposed 
solution should:
■■ give the opportunity to control the system with the 

usage of gestures on a standard desk,
■■ be intuitive for the user,

■■ be implemented with the usage of computer har-
dware widely available at home. For example, these 
could be devices commonly used for playing com-
puter games. This approach will allow the user to 
work at home and one device will be used for a va-
riety of purposes.
This solution has been designed for people with 

a hand dysfunction, which does not allow for perfor-
mance of movements with the usage of standard de-
vices (such as: a mouse, trackball). The main idea has 
been to avoid a typical hand position necessary for the 
use of the mouse, which is painful for the user, while 
working with the device. This problem may be easily 
observed in the case of usage of a computer mouse but 
also in the case of usage of a touchpad or a trackball. 
The user has to lay his hand in an appropriate (speci-
fic) manner. Standard devices require to take in a hand 
(to grip) a device (a mouse, trackball, and joystick) and 
additionally perform precise movements with fingers. 
The proposed solution allows for the replacement of the 
mouse, without the necessity to lay a  hand in an un-
comfortable position.

Several different solutions exist in the personal com-
puter  (PC) market. Some of those have been rejected 
because they require additional elements folding and 
self-assembly. This did not guarantee reliable opera-
tion and repeatability of the results of the implementa-
tion. All standard pointing devices such as a trackball 
or joystick were rejected because they required holding 
the controlling element in a hand.  After reviewing the 
existing solutions, it was decided to use the Microsoft’s 
Kinect motion controller for recording the position of 
the hand of a man.

New dedicated HCI system
The decision to select the Kinect, as a device to recog-
nize hand movements, was mainly taken due to the 
device’s very good recognition of body movements. The 
Kinect was developed in order to be used for console 
games, which requires precision in move detection. 
Its abilities were also confirmed by tests done by the 
Microsoft company  [19] and other independent stu-
dies  [14]. In particular, it was confirmed in medical 
applications [15,17].

The other decisive reason has been the fact that Ki-
nect is much more technologically advanced than its 
competitive solutions. For example, a device Myo crea-
ted by Thalmic Labs (Canada) [8] requires the usage of 
a  hand-held sensor which detects movement whereas 
the Kinect tracks person’s moves without the need to 
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set up additional hardware on the person who uses it. 
The Kinect is a low-cost type of a device, which means 
that it may be often found at patients’ houses due to its 
primarily entertainment application. Therefore, rehabi-
litation does not require from a patient to buy new devi-
ces but to get appropriate software [17]. Moreover, even 
the solution which is described here could be used as 
entertainment. In addition, the software development 
kit  (SDK) provided by Microsoft allows for the near 
range feature in order to track people close to the sen-
sor [23]. Additionally, it is worth pointing out the sea-
ted tracking mode, designed to track a person sitting on 
a chair or couch or to track people, whose lower body is 
not entirely visible to the sensor.

The system consists of 2 main parts: the Microsoft 
Kinect device and proprietary software used for detec-
ting and understanding movements of the hand, per-
formed on the desk or flat surface. The software was de-
signed with the usage of the Windows Presentation Fo-
undation, which is a graphical subsystem for rendering 
user interfaces, and  C  Sharp  (C#) which is a  multi- 
paradigm programming language, in order to create 
a  fully functional  HCI  system. This project also paid 
attention to the ease of restoring positions in various 
operating conditions. The developed solution is com-
patible with all PC computers that use Windows 7 or 
higher. All the necessary drivers needed to run the de-
vice will be installed by the Windows Update system 
service because the Kinect is detected as a  set of de-
vices. In some cases, problems with the installation of 
drivers occurred. These problems were mainly caused 
by changes in the default settings (the above mentioned 
system service). They may be solved by installing the 
entire SDK [24] which contains all the necessary com-
ponents and which may detect the Microsoft Kinect 
and launch the drivers correctly.

Working environment
of the new HCI system
The Microsoft Kinect is a typical device for gamers. The 
usage of it as a  professional pointing device required 
a  design of new working conditions of the device. In 
order to define this new working environment, a set of 
simple tests and analysis was conducted. They allowed 
to calibrate the device and adapt the program to the 
range of movements performed by the user. In addi-
tion, the tests helped to determine the environmental 
conditions that should be met or which are the most 
appropriate and most relevant for the operation of the 
Microsoft Kinect. The decision to choose the user’s right 

hand was dictated by the fact that the person for whom 
this project was designed was right-handed. Therefore, 
it was easier for the patient to get used to the new way 
of controlling a computer. Of course, the universality 
of this solution allows to construct an analogical dev- 
ice for a left-handed person.

The first important task, which had undergone a test 
of the system, was the analysis of the size of the working 
area used for performing the movements of the right 
hand of the user. This test was carried out on the desk 
with four separate working areas (as shown in the Fi-
gure 1): 30×30 cm, 40×40 cm, 50×50 cm and 55×55 cm. 
Mapping the scale of the cursor was picked in such 
a way as to allow any hand movements within the wor-
king area. Due to the fact that the experience which was 
tested was purely subjective, the scale which was used 
had to be simple and understandable. In both cases, 
a simple, three-step scale – for mapping the scale of the 
cursor and for accuracy of movements: small, modera-
te, high was used.

The 1st test was conducted for 3 participants, 2 he- 
althy men and 1 healthy woman who were  20,  24  
and 25  years old, each one evaluated all of the work- 
spaces. All participants used the computer every day at 
work for office tasks. The task consisted of simple ope-
rations on the screen (move, drag and drop, etc.) with 
the control of the target position (coordinates) for each 
element. The aim was to perform the task as accurately 
as possible. Users rated the quality of transferring be-
tween hand movements and cursor movements. Avera-
ge assessments of the quality of work are presented in 
the Table 1. After analyzing the results from the table it 
may be seen that there is the relationship between the 
size of the surface on which the user performed hand 

1 – 30×30 cm, 2 – 40×40 cm, 3 – 50×50 cm, 4 – 55×55 cm.

Fig. 1. Working area on the desk in the study of the gesture 
controlled human–computer interface for the disabled
Ryc. 1. Przestrzeń robocza na biurku w badaniu systemu 
sterowania komputerem za pomocą gestów przeznaczonego  
dla osób niepełnosprawnych

1

2
3

4
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Table 1. Subjective assessment of the gesture controlled  
human–computer interface for the disabled and working area  
on the desk
Tabela 1. Subiektywna ocena działania systemu sterowania 
komputerem za pomocą gestów przeznaczonego dla osób 
niepełnosprawnych a wielkość przestrzeni roboczej na biurku

Working area
Przestrzeń 

robocza
[cm]

Accuracy of hand/
cursor movements
Precyzja ruchów  

ręki/kursora

Mapping scale of cursor 
movements

Skala odwzorowania 
ruchów kursora

30×30 small / mała large / duża
40×40 small / mała moderate / średnia
50×50 moderate / średnia moderate / średnia
55×55 high / wysoka small / mała

movements and the accuracy of the movements of the 
cursor. The larger the working area, the higher accura-
cy of the movement, and the better control of the cursor 
(smaller movement).

For each working area appropriate scaling was ne-
cessary for the proper operation of the Microsoft Ki-
nect. This feature is very important for the proper fun-
ctioning of the whole system. As a result, the user doing 
the small movements of the hand can move the cur-
sor over a larger area of the screen. Users assessed that 
the most convenient working area represented a  size 
of 50×50 cm or more (Table 1). The scaling between the 
hand movements and the movements of the cursor al-
lowed for the performance of precise movements and 
clicks on the selected items without worrying about 
accidentally changing the position of the cursor. Cli-
cking is done by pointing the selected item and waiting 
for a period of time (counted in seconds). After the se-
lected time passes, software performs a click. Clicking 
is performed only once at the moment of indication of 
the element. The next click is executed after the move-
ment of the hand.

The bigger the area, which has been used, the better 
the results. However, a compromise is needed because 
the larger working area, the greater hand movements  
are needed. The usage of space bigger than 55×55 cm 
makes work uncomfortable. The area of 50×50 cm in  
size was chosen as the most comfortable for work  
with the HCI system.

The simple and preliminary test (with results pre-
sented in the Table 1) was subjective assessment reali-
zed by the participants. This test facilitated the analysis 
of the proper position of the Kinect device in the next 
step. The 2nd test concerned the Kinect angle of opera-
tion and its position relative to the desk. The problem 
arose mainly from the fact that the Kinect was used in 

an unusual way – completely different from the typical 
use by the players. To properly detect the human figure 
and to begin tracking the movements of the right hand 
of a user, the Microsoft Kinect has to “see” the user at 
least from the waist up [25]. From the information pro-
vided by the manufacturer, it may be concluded that 
the device needs to see both hands in order to operate 
in a proper way. After many preliminary experiments, 
the placement of the Kinect device directly on the desk 
was rejected. Even the position relatively far from the 
user – a desktop corner (position 1 in the Figure 2) did 
not make it possible to work with the Kinect properly. 
The placement (position 2 in the Figure 2) was chosen 
as the best solution, the device was hanging 1.5 m above 
the desk.

The 2nd test confirmed the known fact that the de-
cisive factor for the correct detection of the user was 
the appropriate placement of the Kinect device relati-
ve to the user. In addition, during testing it was found 
that the user had to be seated at least 1 m away from 
the device for it to detect the movement of his/her  
right hand. In this case the proposed solution worked 
the best.

The last test was conducted to check the extent to 
which sunlight (or artificial light in the room) affec-
ted the correct operation of the Microsoft Kinect, 
and thus the operation of the whole  HCI  system. On 
the manufacturer’s website the information that the 
device may have problems with the sunshine may be 
found [26]. Tests were performed in four different con-

1 – the device placed directly on the surface of the desk in the corner, the slope 
angle: 0° / urządzenie umieszczone w rogu biurka bezpośrednio na blacie,  
kąt pracy urządzenia: 0°.
2 – the device placed at a height of 1.5 m above the desk, the slope angle: about 45° / 
urządzenie umieszczone na wysokości 1,5 m nad biurkiem, kąt pracy  
urządzenia: ok. 45°.

Fig. 2. Placing relative to the work station of the gesture 
controlled human–computer interface for the disabled  
with Kinect device
Ryc. 2. Umiejscowienie względem stanowiska pracy urządzenia 
Kinect do sterowania komputerem za pomocą gestów 
przeznaczonego dla osób niepełnosprawnych

1

2
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ditions during the time of the day with the highest sun 
exposure and in the evening:
■■ highest sun exposure, curtains of the window  

not used,
■■ highest sun exposure, the windows obscured  

halfway,
■■ highest sun exposure, windows fully obscured,
■■ the night, artificial light sources in the room.

The tests, which were carried out consecutively, 
concerned: verification of the optimal workspace used 
for performing the movements of the right hand of 
the user, and verifying the optimum tilt angle of the 
device in relation to the working surface. The last test 
which was performed was aimed to verify the effect of 
the light on the operation of the proposed solution. The 
tests were repeated twice in order to verify the results. 
All results are presented in the Table 2.

In all 4 cases the illuminance (in lx) was measured 
on a  desk in accordance with the standard: light and 
lighting; lighting of work places [27]. Obtained results 
are presented in the Table 2. Taking the result into con-
sideration it may be seen that in all the cases the lighting 
conditions allow for convenient work [27], although in 
the case of fully obscured, illuminance level could be 
higher. It may be assumed that the difficulties of the 
proper operation of the device should be associated 
with a high value of illuminance – light reflected from 
the surface of the desk in the Kinect direction – which 
means high value of flux reaching the Kinect sensors. 
However, such assessment would require a more tho-
rough study, which in principle should be implemented 
by the equipment manufacturer.

From the technical point of view, the aim of the tests 
was to assess the proper conditions for the working  
device. It also considers the working area. In practice  
it means that the user has no boundaries as to the  
size of the working area as long as the device works  
properly.

During testing, it was found that despite some 
problems, the impact of sunlight on the operation of 
the device was relatively small. This was caused by the 
fact that the tests were held in a closed room, not in the 
open area. However, some problems with the detection 
of the movement of the user’s right hand could be seen 
at a  time when the sun operates directly on the desk 
through the uncovered window.

RESULTS

As a  result of the research it was obtained that the 
new  HCI  system would replace all the functions of 
a  standard computer mouse and allow to operate 
a computer with the usage of gestures. Additionally, af-
ter analyzing the preliminary tests, the defined optimal 
working environment for this system was determined. 
The appearance of the work station with the Kinect 
device as the completed system, is presented in the Fi- 
gure 3.

The 1st user, who tested the completed system, was 
a person for whom the project had been created. After 
a short period of adaptation (a few days), it was found 
that the device had not only met expectations but had 
also given satisfaction with the possibility of re-using 
a computer. However, such assessment of the operation 

Table 2. Working of the gesture controlled human–computer interface for the disabled and illuminance on the desk
Tabela 2. Działanie systemu sterowania komputerem za pomocą gestów przeznaczonego dla osób niepełnosprawnych a natężenie 
oświetlenia na biurku

Light conditions
Warunki oświetlenia

Average illuminance 
on the desk

Średnie natężenie 
oświetlenia na biurku

[lx]

Operation of the system
Praca systemu

Highest sun exposure, window not obscured / Najwyższy
poziom nasłonecznienia, okno niezasłonięte

3 800 sometimes the detection of hand movements is not working, 
operation difficult / detekcja ruchu rąk czasami nie działa, 
praca utrudniona

Highest sun exposure, window obscured halfway / Najwyższy 
poziom nasłonecznienia, okno zasłonięte w połowie

1 000 operations correct / operacje realizowane poprawnie

Highest sun exposure, window fully obscured / Najwyższy 
poziom nasłonecznienia, okno zasłonięte całkowicie

220 operations correct / operacje realizowane poprawnie

Night, artificial light source in the room / Noc, sztuczne źródło 
światła w pokoju

270 operations correct / operacje realizowane poprawnie
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The device is placed above the desk at a height of 1.5 m, the slope angle:  
about 45° / Urządzenie jest umieszczone nad biurkiem na wysokości 1,5 m,  
kąt pracy: ok. 45°.

Fig. 3. Work station with the gesture controlled human–computer 
interface for the disabled with Kinect device
Ryc. 3. Stanowisko pracy z urządzeniem Kinect do sterowania 
komputerem za pomocą gestów przeznaczonym dla osób 
niepełnosprawnych

was not entirely objective, so the device was tested in 
the same way as the new HCI devices were tested, with 
the usage of requirements of the relevant ISO standards.

The objective test of the completed system as a set of 
experiments on a small group of 5 participants was car-
ried out. The group consisted of 3 healthy men and 2 he-
althy women, aged between  25–60  years old, with the 
average age of  37  years old. All participants used the 
computer every day at work for office tasks. The propo-
sed solution was new and unknown to all participants. 
In the experiments participants used the new  HCI  sy-
stem and a computer with a monitor. The monitor which 
was used had  24"  (609.6  mm) screen and Full  HD re-
solution  (1920×1080). The distance between the par-
ticipants and the screen ranged  60–70  cm. The aim of 
the 1st  experiment was to recognize the device and to 
perform a subjective evaluation. Participants evaluated 
the operation of the new system using a 5-step subjective 
scale. Methods consistent with the standard ISO 9241-
411:2012 were used  [28]. Evaluation was carried out 
in  3  groups of parameters. In each one,  3  parameters 
were assessed. Additionally, the overall assessment of the 
device was performed. The scale 1–5 (5 steps) was used. 
The full set of parameters that were evaluated, was as  
follows:
■■ the cursor control:

– speed – from unacceptable (1) to acceptable (5),
– accuracy – from very inaccurate (1) to very accu-

rate (5),

– work comfort – from very uncomfortable (1) to 
very comfortable (5),

■■ the gesture control:
– speed – from unacceptable (1) to acceptable (5),
– accuracy – from very inaccurate (1) to very accu-

rate (5),
– work comfort  – from very uncomfortable  (1) to

 very comfortable (5),
■■ the text entry (an on-screen keyboard):

– speed – from unacceptable (1) to acceptable (5),
– accuracy – from very inaccurate (1) to very accu-

rate (5),
– work comfort – from very uncomfortable (1) to

very comfortable (5),
■■ the overall operation of input device  – from very 

difficult to use (1) to very easy to use (5).
The aim of the 2nd experiment was to compare ef-

ficiency of a  text input when working with a  typical 
computer mouse, and when working with the new sy-
stem. Standard metrics for evaluation of text entry were 
used [29,30].

The task presented to the participants of the experi-
ment was to rewrite an unknown text using the screen 
keyboard. The main aim was to rewrite as many charac-
ters as possible and to make as few mistakes as possible. 
The experiment consisted of 2 parts: in the 1st one the 
participants performed the task using a standard com-
puter mouse, in the 2nd part they performed the task 
using the new system (the gesture control and Kinect). 
To enter the text in our solution participants had to use 
the on-screen keyboard, which was displayed in the 
middle bottom of the screen. The size of a single button 
was 50×50 px (with the screen size 24" (609.6 mm) and 
the resolution 1920×1080). Both tasks lasted 10 min. In 
the experiment, many factors were assessed according 
to widely used metrics [29,30]. Factors which were as-
sessed:
■■ correct keystrokes (C),
■■ incorrect fixed (IF),
■■ incorrect and not fixed (INF),
■■ fixes (F),
■■ number of words per minute (WPM),
■■ minimum string distance error rate (MSD =  INF/

(C+INF)×100%),
■■ keystrokes per character (KSPC  =  (C+INF+IF+F)/

(C+INF)),
■■ corrected error rate (CER = IF/(C+INF+IF)×100%),
■■ not corrected error rate (NCER = INF/(C+INF+IF)× 

100%),
■■ total error rate (TER = CER+NCER).
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The results of the experiments are summarized in 
the Tables 3 and 4.

DISCUSSION

The opinion of the person for whom the system was 
built, was very positive. However, it cannot be treated 
as an objective assessment. As we know objective eva-
luation is a collection of dry and cold indices that do 
not take into account the emotional relationship to the 
product. Even if the product allows for the return to 
work. Therefore, only the objective assessment based on 
the international standards is reliable.

Analyzing the results which have been collected; we 
may conclude that the objective parameters for the new 
device are worse than for the mouse. Operation with 
the usage of the Kinect is slower than the usage of the 
mouse, and at the same time users made more errors 
(increased TER). Having said that, it came as a surpri-
se that the KSPC factor grew slightly. This means that 
typing one letter correctly requires a similar number of 
key/movements. Because of that we cannot surely say 
that the new device is worse and less effective.

The overall rating of the new HCI system at the level 
of 3.4 shows the acceptance of the solution. The ability 

to control the cursor position was assessed at the level 
of 3.6. Similarly, users evaluated the possibility of en-
tering text using the on-screen keyboard. The usage of 
gestures got poor results. In addition, users complained 
about the discomfort caused mainly by the relatively 
slower operation in comparison to a mouse, which they 
were accustomed to.

It should also be noted that the users, who participa-
ted in the experiment, had practical experience in the 
use of a standard computer mouse. They had handled 
the computer mouse every day and had had it mastered 
perfectly. In contrast, they were using the new solution 
for the first time. In this case, the decrease in speed and 
increase in errors is justified. Thus, taking into account 
the small increase of the KSPC, it may be assumed that 
the experience in the use of the new device would get 
much better results.

It is also worth noticing that the aim of the thesis 
has been to find a solution to a particular problem and 
replace a computer mouse with the different HCI solu-
tion. Moreover, it was assumed that the new solution 
would be as close to the usage of the standard computer 
mouse as possible. Therefore, the tests which were con-
ducted were a comparison of the new solutions only in 
relation to a standard computer mouse usage.

Table 3. Subjective assessment of the gesture controlled human–computer interface for the disabled
Tabela 3. Subiektywna ocena systemu sterowania komputerem za pomocą gestów przeznaczonego dla osób niepełnosprawnych

Parameter
Parametr

System assessment by respondents
[pts]

Ocena systemu przez respondentów
[pkt]

R1 R2 R3 R4 R5 M

Cursor control / Sterowanie kursorem

speed / szybkość 4 2 3 5 4 3.6

accuracy / precyzja 4 3 2 4 5 3.6

work comfort / wygoda pracy 3 3 3 5 4 3.6

Gesture control / Sterowanie gestami

speed / szybkość 3 2 2 4 3 2.8

accuracy / precyzja 3 2 2 3 4 2.8

work comfort / wygoda pracy 3 3 2 3 4 3.0

Text entry / Wprowadzanie tekstu

speed / szybkość 4 3 3 4 5 3.8

accuracy / precyzja 4 3 2 4 4 3.4

work comfort / wygoda pracy 4 3 4 4 4 3.8

Overall operation of input device / Ogólne działanie systemu 4 3 3 4 3 3.4

R1–5 – respondents / respondenci.
M – mean / średnia.
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CONCLUSIONS

This thesis has presented the replacement for a  com-
puter mouse, the new  HCI  system, which uses the 
Microsoft Kinect device in a  non-standard way. The 
performed tests have shown that Kinect is well suited 
for identifying gestures to control, and thus gives the 
possibility to replace the standard mouse. In order to 
correctly use the system, we have to put the Kinect far 
enough, so that it may detect the user from the waist 
up. In addition, it is worth noticing that the area of abo-
ut 50×50 cm, necessary to work, is not very big, so the 
solution may be applied on a standard desk.

A set of tests on a small group of participants was 
carried out. Users pointed out that the work compared 
to using a standard mouse was distinctly slower. This 
was confirmed by an objective test. However, subjective 
tests showed acceptance of the new solution and, which 
was very important, it was also confirmed by an objec-
tive test. Taking into account the results of an objective 
evaluation of the new system, it may be assumed that 
the experience with new system would allow working 
more efficiently.

It is worth saying that the assignment was carried out 
in accordance with the assumptions. A device, that was 
used, had been in common usage and had not required 
any additional modifications implemented by the user. 
At the same time the possibility of non-standard and ef-
fective use of the Microsoft’s Kinect has been confirmed. 

The new HCI system was dedicated to a specific per-
son and fulfilled its role. It was dedicated to a person 
who was unable to use the mouse or any other clas-
sic  HCI device without pain. It is hard to change the 
quality of life in this case but you may certainly say that 
the new system allows for the continuation of previous 
work – the work performed before the accident. And it 
certainly affected the quality of life of the patient. The 
project was dedicated to a particular type of disability. 
However, we believe it may be used in many other cases 
of disability or limited abilities of the hand movement. 
What is more, the new HCI system may be used by all 
those for whom the use of a standard computer mouse 
is inconvenient, or difficult.
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