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Abstract

Research background:In the literature little discussion was made akaretlicting state of
time series in daily manner. The ability to recagnthe state of a time series gives, for
example, an opportunity to measure the level d&f insa state of tranquility and a state of
turbulence independently, which can provide moreueate measurements of the market
risk in a financial institution.

Purpose of the article:The aim of article is to find an appropriate tomgredict, based on
today's economic situation, the state, in whiclketgaries of financial data will be tomorrow.
Methods: This paper proposes an approach to predict ststteeg of tranquillity and turbu-
lence) for a current portfolio in a one-day horiz@he prediction is made using 3 different
models for a binary variable (Logit, Probit, Clog)p4 definitions of a dependent variable
(1%, 5%, 10%, 20% of worst realization of returr)sets of independent variables (un-
transformed data, PCA analysis and factor analy8iddlitionally, an optimal cut-off point
analysis is performed. The evaluation of the modeds based on the LR test, Hosmer-
Lemeshow test, Gini coefficient analysis and CR@i@&iton based on the ROC curve. The
analyses were performed for 43 individual sharet mportfolios of shares quoted on the
Warsaw Stock Exchange. The study has been condimtéue period from 1 January 2006
to 31 January 2012.

Findings & Value added: Six combinations of assumptions have been chosep@®pri-
ate (any model for a binary variable, the depengaritible defined as 5% or 10% of worst
realization of returns, untransformed data, 5% @¥oIcut-off point respectively). Models
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built on these assumptions meet all the formal irequents and have a high predictive and
discriminant ability to one-day-ahead forecast tates of turbulence based on today's eco-
nomic situation.

Introduction

In this study, a family of models to predict thatstof turbulence for finan-
cial time series data have been proposed. The attatebulence is poten-
tially the most risky and uncertain period. Durihis state, financial insti-
tutions may be exposed to much higher risk tharallysand loss much
more than expected. Therefore, the ability to recaga state of turbulence
is of crucial interest for financial institutions.

Predictions of a state of turbulence may be usdthamcial institutions
in many ways. They can support the risk manageprauess — for exam-
ple — by generating a trigger that imposes strici@ntrol processes or
increases capital to cover extraordinary losse® State of turbulence
models may also be included in the measurementadtenrisk in a finan-
cial institution. The ability to recognize the staif a time series gives an
opportunity to measure the level of risk in a statetranquility and in
a state of turbulence independently, which can ideovnore accurate
measurements of the market risk in a financialtunsan.

The main aim of the proposed models is to prediased on today's
economic situation, the state in which time seak8nancial data will be
tomorrow.

The rest of the article has been prepared as fsllaithe beginning the
concept of the proposed models is discussed, thigangework and the
testing process is presented, and finally, in otderssess the quality of the
proposed models, an empirical analysis has beee.mad

Concept

The concept — proposed in the study — of the mampledict the state of
turbulence for financial time series data was irexpiby the process of
forecasting the state of the economy (forecastiogsss). According to my
knowledge, the topic of forecasting a state ofulghce (defined as a state
where a risk of high losses is relatively high) fiomncial time series hasn't
been discussed yet, so there is no directly relbtechture that may be
analyzed. Therefore, at the beginning, past stutfit¢lse methods used for
predicting the state of a crisis have been disclisse
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Forecasting the state of the economy is a widedgudised topic among
macroeconomists. Prediction of a crisis (a negatiate of the economy —
a state of turbulence) may help to take approprations to avoid it.
Therefore, many researchers have attempted to mgliels that can pre-
dict upcoming crises. These models are called EREIY Warning Sys-
tems) models.

EWS models, based on information from before theis;rpredict the
probability of crisis occurrence within a specifipdriod of time. These
models are built on historical information. Theg &rased on the assump-
tion that the crises, despite their differencesgheacommon specificity that
allows them to be treated as (from modelling pointiew) homogenous.
This hypothesis is discussed in Kamin (1999). Havethe author com-
pares only three cases, which do not fully reftbet whole scope of the
problem. In fact, we can distinguish several typesrises (such as banking
crises, currency crises) that are not only diffefesm each other, but also
very often are not independent and follow eachroffikerefore, research-
ers usually build the early warning system for arfethe crises types
(a banking (Barrekt al., 2010) or a currency crisis (Komulainen & Luk-
karila, 2003)).

Sometimes, distinction between types of crisestssnfficient enough.
In order to obtain greater homogeneity, the anslysilimited to certain
type of economies (such as emerging economies (kKonan & Lukkarila,
2003). Definitions and classifications of crisesrd matter from the per-
spective of building a model predicting the statdusbulence, since the
proposed model is built for a much shorter timaZwor. The state of turbu-
lence should be treated as a period of increas&dather than a period of
crisis. Nevertheless, it is important to ensurea@er homogeneity in de-
fining a state of turbulence. Only then is it pb&sito effectively predict
this period.

Despite the difference in the time horizon betwekassical EWS mod-
els and the proposed models, it is possible totlwsemethodology from
EWS models to build the state of turbulence modete types of models
most commonly used to predict a crisis are: siggathodels and logistic
regression models. These models are used, intertgli Kaminskyet al.
(1998), Beckmanet al. (2006), Davis and Karim (2008) and Bareehl.
(2010).

Based on the analysis of past studies, there eonolusion as to which
approach is better. Each has its pros and conghwhiepending on the
circumstances, make them more or less useful.nitbeaassumed that the
Logit model is better when considering the lescgijogoroblems, when the
most important thing is to capture the generalti@iabetween the occur-
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rence of the crises and the variables under cordide. It means that
models of this type are better suited for the agialpf global crises. In
contrast, signaling models are better when thelpnolis considered to be
more specific (national crises) (Davis & Karim, 300

The aim of the proposed model is to provide a usaletool for predict-
ing the state of turbulence, therefore, the mopr@iate model would be
the logistic regression model (the Logit model)eThost often mentioned
disadvantages of the Logit model are its inabiidydetermine the relative
guality of a single variable and strength of itgpant on the probability of
the crisis, as well as, the difficulties in defigiprecise limits that indicate
unusual values for a particular variable (Kaminskyl., 1998). None of
these disadvantages are critical for the modekedipting the state of tur-
bulence, as the only information needed is a ptiedion the state condi-
tional on a whole data set of independent variadlesaddition, the ap-
proach based on the Logit model is more objectnam tthe signalling ap-
proach, since the choice of the significance oheariable is independent
from the researcher.

While discussing EWS models based on the Logit@gagr, one of the
key problems associated with this type of foreogstinodels should be
described. The results obtained from the Logit rh@de probabilities of
the crisis occurrence (obtained from a transforomatf the logarithm of
the odds ratio). This means that the model doegpregtict the crisis, but
the probability of its occurrence. In order to abta crisis prediction from
the probability of a crisis (the value from theeintal [0,1]) a threshold
should be specified, above which it is consideteat the model predicts
the crisis. The higher the threshold, the lessoperdf crisis are going to be
predicted. It should increase the share of cogrgatedicted periods of
a crisis and at the same time limit the numberesfauls falsely predicted
as a crisis. On the other hand, the higher thesliold, the more periods of
crisis will be considered as periods of tranquilitye choice of the thresh-
old determines, at the same time, the level otype | and type Il errors of
the model’s predictions. For this reason the choicthe optimal threshold
is a very important element in the constructiomoEWS model. The level
of the threshold should be selected taking int@actthe high cost of false
signals and even higher costs of a crisis (Bussfefferatzscher, 2008).
Selecting the optimal cut-off point is a problenhigh is independent of
a time horizon, so it might also be analyzed ia thodel predicting the
state of turbulence.

Classical EWS models are designed to predict asctiiserefore, the
most common perspective of the analysis is annudliennial. The pro-
posed model is built to predict tomorrow’s stateaferies of financial data
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using information about today's economic situatibhe difference in the
time horizon means that variables usually used \MSEmodels are not
appropriate. Information about the possible datas®in the model can be
taken from the studies described by Katral. (2004) and Olet al. (2006).
In these studies, the authors postulate that madteses are too dynamic to
use quarterly data (or less frequent), so EWS msostebuld be built based
on daily data. According to them, the best measticeetermining the vola-
tility of the economy is the stock index. Additidiyathey propose to take
into account short-term interest rates and exchaatgs. As well as each
variable mentioned, its rates of return, movingrages and moving vari-
ances might also be included. The proposed setiaf seems to be ade-
guate for modelling the state of turbulence.

The studies on daily EWS models are less usefdéfiming the state of
turbulence. This is due to the difference in speityf of modelling the state
of turbulence for the economy and for financialdiseries. In daily EWS
models, definition of the state of turbulence refierthe general state of the
economy. The state of turbulence for financial ddauld be more specific
and relevant to an analyzed portfolio (asset)httudd identify the periods
in which the situation of the economy (describedh®/independent varia-
bles) indicates a state of turbulence for the dexyt

From a risk management perspective, the most pratile are periods
in which losses are the most severe. A market mskagement system
should be able to identify those periods to probeatks from their conse-
guences. Therefore, it seems reasonable to astiahéhe state of turbu-
lence for financial data should consist of periadth the highest losses. In
this case, it should be possible to predict théoderof most risk and take
appropriate steps to protect banks from exceptilmsaks. For example the
state of turbulence forecasting model might be wsed part of Value at
Risk model, allowing, in a market risk measuremémttake into account
the fact that the some periods are riskier thaarsth

The above analysis allows to define the basic freonk for the state of
turbulence forecasting model. Based on the EWS ta@tiedies it is possi-
ble to choose a possible model to apply (Logit) #redset of independent
variables. According to it, it is also importantgeeserve the homogeneity
of the analyzed phenomenon and the choice of thienapthreshold. In
addition, the definition of the dependent variallethe model has been
proposed as a group of periods with the most sdaeses. Discussed top-
ics do not take into account the whole complexitthe framework, but set
a starting point, which will be developed to constran appropriate model
for predicting the state of turbulence.
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Research methodology
Dependent variable definition

The purpose of the proposed model is to predicstag of turbulence. In

order to provide adequate forecasts, first a statrirbulence has to be
properly defined. For an analysis of a portfolimdfvidual asset) the model,
as a state of turbulence, should predict the wearsés from the perspective
of risk management. The worst case should be ctemhegith the most

severe declines in price (returns) of the analymatfolio. As the change in

the price is non-standardized (it depends on theectivalue of the assets),
a more universal variable is the rate of returra gfortfolio (asset). In the

study, four different binary dependent variablegehbeen considered: the
dependent variable is equal to 1 for 1%, 5%, 1092@% of the lowest

rates of return and O otherwise (dependent variBleP5, P10 and P20
respectively).

Dependent variable distribution

According to the conclusions from the previous ise¢tthe dependent
variable should be a binary variable equal to 1tiier periods defined as
periods of turbulence, and O for the periods deffiag periods of tranquili-
ty. For the sake of universality, it is suggestedhe literature to use the
Logit model. Models for binary dependent varialbdssume the existence
of an unobserved continuous variable, which coma® fa specific distri-
bution (in this case, logistic), but only resultsigh takes one of two values
(0 or 1) are observed. On the basis of the obseesdlts, the relationship
between an unobservable dependent variable andvabge independent
variables is estimated. The Logit model can bengeffias follows (Allison,
2005):

y'=p*xX+e¢ 1)
(1 if yi >0 >
Yi {0 otherwise 2)

wherey; is a vector of latent variableB,is a vector of parameterX,is

a matrix of independent variablesjs a vector of random error from lo-
gistic distribution with parameters equal(th 1) andy;(y;) is an observa-
ble (latent) result of the phenomenon for i-th alaton.
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The Logit model assumes that a random error (agicttbre unobserva-
ble dependent variable) comes from the logistitrilistion. Another popu-
lar assumption is that a random error comes fravoreal distribution. The
model with the normal distribution assumption ilezhthe Probit model
(Allison, 2005).

The Logit and the Probit models are the most papuladels for binary
dependent variables. There are also other modelsrfary dependent vari-
ables, which usually allow to overcome problemsaohitthe Logit and the
Probit models are not able to overcome. Frequeatlyimportant issue in
binary variable modelling is the lack of a balabedween events and non-
events. This is because the observed phenomemareis its nature (e.g.,
wars, crises). In this case, the Logit and the iPrabdels may not be ade-
guate (King & Langche, 2001). There are many pdssiblutions to this
problem. The basic model, which takes into acctli@tunbalanced distri-
bution of the dependent variable is the Cloglog eid@omplementary
log-log) (Allison, 2005). The Scobit model (Nagl&894) can also be used
or some amendments to the basic models might erped (King &
Langche, 2001). Inclusion of these models or ctioes is useful in situa-
tions where basic models have a poor quality amsl riecessary to search
for better solutions. In the study, due to the ilabee of dependent varia-
ble, it has been decided to take into account 1bgl@y model. The Clog-
log model can be defined as the previous two modéls the exception
that the random error comes from the Gompertz idigton (Allison,
2005). The choice of these three distributions khba sufficient to obtain
adequate forecasts of the state of turbulence.

For the above models (Logit, Probit and Cloglog)gability of the state
of turbulence is forecasted. The purpose of theahisdto predict the state
of turbulence instead of the probability of its omence. Therefore, the
expected result is the value of 1 when the modediipts the state of turbu-
lence and 0 when the model predicts the stateamigtrility. To convert
a probability (set in the range [0,1]) to a bin&wyecast of the state, a cut-
off point must be defined above which the statawbulence is forecasted
and below which the state of tranquility is fordeds The study assumed
that the optimal cut-off point will be sought widn accuracy of 0.01.
Therefore, the analysis of the optimal cut-off panvolves cut-off points
belonging to the following set:

cp; =0.01*i,fori=1,2,..,100 3)

wherecp;is an i-th cut-off point. Selection of the optinaait-off point has
been carried out on the CROC criterion, which isctibed later on.
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Independent variable data set

The state of turbulence model is based on the gsfmthat tomor-
row's financial data time series state dependshenptesent state of the
economy. The dependent variable is defined astaiegyercentage of the
worst realization of the return on a portfolio @3sln order to describe the
above relationship, a set of independent variaBlesuld appropriately
reflect the current market situation. The set ofaldes that should proper-
ly describe the current state of the economy ip@sed in Ofet al.(2006)
and Kimet al. (2008). According to the studies, the currentestadt the
economy — on a daily basis — can be determinedaoiables describing
the three key elements of the economy:

1. The situation on the stock market — current vahfestock indices;

2. The situation on the currency market — current @alof exchange
rates;

3. The situation on the interest rates market — ctirvafues of short —
or mid-term interest rates.

Based on the assumptions presented by the Autlamig, by using
knowledge of the Polish market characteristicsfttiewing variables has
been included in the study:

1. Stock indices:
a. The index of companies listed on the Warsaw StoathBnge Index
(WIG);
b. The index of the 20 largest companies listed onWasaw Stock
Exchange (WIG20).
2. Exchange rates:

a. The Euro to Polish zloty exchange rate (EUR/PLN);

b. The U.S. dollar to Polish zloty exchange rate (USINV);

c. The Swiss franc to Polish zloty exchange rate (BHR).

3. Interest rates:

a. The overnight WIBOR interest rate (ON);

b. The 3-month WIBOR interest rate (3M).

Application of these variables only in an untransfed form may not
represent the full dynamics of the current econositigation. Therefore,
the model should take into account transformatiminthe aforementioned
variables. Using the suggestions made by Kiral.(2008), for each of the
variables investigated in this study it was deciteihclude the following
values:

1. The logarithms of rates of return;
2. The 15-day moving average of prices and ratestofrrg
3. The 15-days moving variances of prices and ratestofn.
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The choice of the 15-day period for the moving ealuesults from the
trade-off between the dynamics of independent bigi@hanges and the
stability of the relationship between a dependedtiadependent variables.
Taking into account all the transformations of #ferementioned varia-
bles, 35 potential independent variables has beesiadered (5 different
values for 7 variables).

It is worth noting that some of them may be higbdjflinear, which can
have a negative impact on the quality of the moQellinearity may cause
the suggested parameters to not properly captardgpendencies between
independent variables and the dependent variallesel parameters may
additionally reflect (part of) the relationship Wween the collinear inde-
pendent variables and the dependent variable. ghtmtbe an important
issue when the objective of the model is to desdtfile influence of a sin-
gle independent variable on the dependent varidbles. less important
when the objective of the model is to describecinaulative effect of a set
of independent variables on the dependent varid@tecast the dependent
variable). Then, even if individual parameters laisssed because of collin-
earity, the cumulative effect of a set of independeriables on the de-
pendent variable may remain appropriate.

There is no one method of solving the collineagtgblem. The sim-
plest approach is to leave all variables in the @hadd take it into account
during the interpretation of the results. Thereather, more sophisticated,
solutions suggested in other studies. One podyildlito exclude from the
set of independent variables those variables thasec the problem of col-
linearity. This solution may cause a problem whk torrect specification
of the model. Another possible solution is to ussthrads of reducing the
dimensions of the matrix (the PCA or the factorlgsia). These approach-
es, on the one hand, limit the set of independariables analyzed, and on
the other hand, solve the problem of collineasty calculated components
or factors are orthogonal to each other (Green@320n this study it was
decided to consider three possible solutions tgotbblem of collinearity:
leaving all the variables in the model (untransfedndata set); taking the
principal components obtained from the PCA (witlthogonal rotation
using varimax methods) as an independent varialalzs set; taking factors
obtained from factor analysis (with orthogonal fiotla using varimax
methods) as an independent variables data set.

It has turned out that variables based on the Wibthe WIG20 indi-
ces are almost exactly collinear and for this reastas been decided to
exclude the variables based on the WIG index aaeklenly the variables
based on the WIG20 index. In the final set of irefegent variables, 30
independent variables has been included.
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The proposed set of independent variables has desggned to be uni-
versal (to describe the current state of the ecghonhe opposite assump-
tion has been made in the case of the definitiomlagendent variable,
which is specific to each portfolio (asset). Theawlent variable is de-
fined based on the characteristics of a specifitf@m (asset). Therefore,
it should be taken into account that the curremtesof the economy (repre-
sented by a set of independent variables) may haddferent impact on
the state of turbulence forecasts for differentfpbos (assets). This should
be taken into account by specifying the paramdtersach portfolio (asset)
separately. This approach caters for the univeysatising from the same
set of independent variables and the specificilgted to the definition of
the dependent variable. Both properties are predaegardless of whether
the model is built on untransformed data, the P@iador the factor analy-
sis data.

Model testing

The proposed models for predicting the state dui@nce may differ
from one another in four dimensions: random errat katent variable dis-
tribution (Logit, Probit, Cloglog), definition ohe dependent variable (P1,
P5, P10, P20), set of independent variables (usfivamed data, the PCA
data, the factor analysis data) and cut-off pdif0(possible values).

This diversity means that 3600 different combirnagiof assumptions
need to be considered. Therefore, the testingegsoshould be wide
enough to find out imperfections of as many comiams of assumptions
as possible. For this purpose, the testing processve four different
analyses: the Hosmer-Lemeshow goodness-of-fit esll hypothesis:
model is well fitted to data), the LR test for ipgedent variables insignifi-
cance (null hypothesis: all variables in the maafel jointly insignificant),
Gini coefficient analysis (discriminant ability dfie model) and CROC
criterion (prognostic ability of the model).

The proposed set of analyses is designed to asseappropriateness of
assumptions, both from the formal perspective (Hosbemeshow test,
LR test), and from the performance perspective i(Goefficient, CROC
criterion — distance between a point on the ROC/ewnd the ideal
point). The Hosmer-Lemeshow and the LR tests quiedily used to assess
the quality of models for binary variables (Hosmet.emeshow, 2000).
The discriminant and predictive ability measures aot always used for
such assessments, however, they are gaining ingdpuThey are often
used for assessment of the probability of defawltdets (credit risk mod-
els).
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The Gini coefficient is used to analyze the disanent ability of the
model. It allows to assess how the model forecsegparate distributions of
successes and failures. An effective model shosdiha a high probability
of success for observations, which are in fact ss®es and low probability
of success for observations, which are in facufas. The Gini coefficient
is calculated based on the CAP curve (Cumulativeufacy Profile),
which is a graphical illustration of the distribati of the probability of
success conditional on observed success in rel&idhe unconditional
distribution of the probability of success (BCB®08). Examples of CAP
curves are shown on Figure 1.

The figure shows three possible shapes of the G&RecThe curve for
the model with full discrimination (dashed lineetcurve for an example
model (solid line) and the curve for the model wahk of discrimination
(dotted line). Assuming that the model is not wattsgn the model with
lack of discrimination, its CAP curve may be lochtetween two extreme
CAP curves (full and lack of discrimination). Thiglmer discriminant abil-
ity that a model has, the closer the CAP curvelermodel is to the curve
for full discrimination.

The Gini coefficient is calculated based on thatiehship between the
three CAP curves presented on Figure 1. It is efqutie ratio of the area
between the CAP curves for the analyzed model hadntodel without
discrimination, and the area between the CAP cufeeshe model with
full discrimination and the model without discriration, which can be
written as follows:

GINI = 2z (4)

am+ap

wherea,, is an area between CAP curves for the analyzedeimadd
a model without discriminatior:n,p is an area between a CAP curves for the
model with full discrimination and a model withaliscrimination.

Values for the Gini coefficient are in the interydl,1]. The closer the
coefficient value is to 1, the stronger is the nisddiscriminant ability
(Tasche, 2008). Unfortunately there are no cleticar values (thresholds)
for this measure, which would separate high-quatitydels from low-
quality ones. Thresholds are determined based peariexce and are rela-
tive (Anderson, 2007). The necessary minimum isttavalue of the Gini
coefficient is greater than 0, which means thatdiseriminant ability of
the model is greater than in the case of lack sdramnination.

The CROC criterion based on ROC curve analysis bmysed for
a predictive ability assessment. The ROC curvestiliies the relationship
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between two independent distributions. It is deteewt by the relation
between the distributions of the success conditionaobserved successes
and observed failures. Therefore, the ROC curveistsof a set of points
(F.(s), Fs(s)), wheres comes from the intervdl0,1], F,(.) denotes the
cumulative distribution function of the probabiliby success conditional on
observed failures, anfd.(.) denotes the cumulative distribution function of
the probability of success conditional on obsersteckess. The ROC curve
(usually) is described in terms of two measures: $bnsitivity and the
specificity. The sensitivity measures the abilifytbe model to correctly
predict success. The specificity measures thetyhifi the model to cor-
rectly predict failures. These measures are cdkdlfor binary variables,
which means that in order to calculate them, iheésessary to transform
probability of success into prediction of successadure. The sensitivity
and the specificity may be calculated for eachatfitpoint s (Tasche,
2008).

Comparing models using these two measures indeptnde usually
inconclusive, because one of the models may beratterms of sensitivi-
ty and the other in terms of specificity. In orderobtain a measure that
allows unambiguous comparison of the models, wejltidexes are cre-
ated. Weights for the sensitivity and the spedifieire associated with the
relative costs of incorrect success and failuredasts (Steyerbergt al.,
2011). The most common measure of predictive gbil#lculated on the
basis of the specificity and the sensitivity of adal is the Youden index
(Youden, 1950). It assumes that the trade-off betwhe sensitivity and
the specificity is linear with a scaling factor etjto one. This implies that
at a certain sum of the sensitivity and the spatjfithe extreme solutions
are equally good (the sensitivity or the specki¢ét equal to 0) as moderate
solutions (the sensitivity and the specificity ali&erent from 0). To in-
volve a preference of moderate solutions over eéregolutions, instead of
the Youden index, the CROC criterion may be usexntofding to this cri-
terion, the best model is the one that minimizes distance between the
ideal point and a point on the ROC curve (depemda out-off point). The
ideal point is the point in the upper left cornétitee ROC curve graph. At
this point, the sensitivity and the specificity agual to 1 (model predicts
success for all observed successes and failu@lfobserved failures). The
CROC criterion value can be calculated as follows:

croc = () + () ®

368



Equilibrium. Quarterly Journal of Economics and Economic Palicy, 13(3), 357-389

where TP is the true positive rate, TN is the tnegative rate, FP is the
false positive rate and FN is the false negatite ra

In this case, the isocosts curves (curves definoglels of the same
quality) have the shape of a quarter circle withtee at the ideal point.
This measure prefers models with a smaller valua obot of a sum of
squares of type | and type Il errors (incorrectdjptons of successes and
incorrect predictions of failures). In this cadee tHest solution, assuming
a certain sum of the sensitivity and the specyficis the middle solution
(the sensitivity and the specificity are equal)] &éme extreme solutions are
the least attractive (Powers, 2011).

Both measures have their optimal solutions in theali point, with the
difference that the optimal value of the Youderexis equal to 1, and the
optimal value of the CROC criterion is equal tdor0.assess the predictive
ability in the study, the CROC criterion has beelested, the reason being
that, with a certain sum of the specificity and $easitivity, moderate solu-
tions are preferred over extreme solutions. Froe dtate of turbulence
predictions perspective, a model that predicts angtate of turbulence or
only a state of tranquility should be less attrgectihan the model which
predicts both states. For the CROC criterion, ashfe Gini coefficient, no
limits are defined which distinguish high-qualityifn poor-quality models.
The CROC criterion is used to provide relative camgons of the models.

The testing process presented above should alloehoose the best
foundation for the state of turbulence predictingded. The test procedure
consists of two stages. First, the formal testaushbe performed. Then,
discrimination and predictive ability should be essed. Formal tests pro-
vide information as to whether the set of assumgtis good enough to be
used. The Gini coefficient and the CROC criteritiovato compare mod-
els with different assumptions. Finally, based lo@ tesults the best possi-
ble set of assumptions for the state of turbulgareglicting model may be
selected.

Empirical results

Individual asset analysis results

The empirical research on the state of turbulenegligting models has
been divided into two parts. First, the analysis Ib@en made for a series of
rates of return on individual assets, then theyaimlhas been made on

a series of rates of return on portfolios consjstfi 10 randomly selected
assets. The analysis has been made for sharek distthe Warsaw Stock
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Exchange. For the individual assets, in-sample yaigalhas been per-
formed. For the portfolios, in-sample analysis and-of-sample analysis
has been performed.

Three sets of independent variables have beendmyesi: the untrans-
formed data set, the principal components obtain@ch the PCA (with
orthogonal rotation using varimax approach) analgsid the factors (with
orthogonal rotation using varimax approach obtaiinech the factor analy-
sis. Taking into account that the set of untramséa independent varia-
bles, for each of the assets and the portfolithessame and all of the mod-
els have been constructed based on the same datattie same period,
both the untransformed data set itself and thelteesdi the observation
matrix reduction methods (the PCA and the factalyais) are the same
for all assets and portfolios.

The PCA analysis and the factor analysis have pegiormed on all 30
independent variables. The principal component® lBeen selected with
respect to the Scree plot and the Kaiser criteribhas been decided to
select six principal components. The factors hagenbselected based on
the Scree plot and the Variance Explanations @riterAccording to the
results, five factors have been selected.

Each of three independent variables data setsafisformed data, prin-
cipal components and factors) have been useditoagstthe state of turbu-
lence models for each of the assets and for eadheoportfolios inde-
pendently.

Analysis for an individual asset has been conduéted43 different
shares listed on Warsaw Stock Exchange. The slimeés been chosen
randomly. The only condition imposed was that shdvad to be listed on
the Warsaw Stock Exchange since at least Janu@§: 2Zbie study covered
the period from 1 January 2006 to 31 January 20h&.companies whose
shares were included in the study are presentddhlite 1. All data was
downloaded from thetoog.pl web service.

A wide range of assets have been taken into camgide which should
allow detail verification of the correctness of tealyzed sets of assump-
tions. It is worth restating that each set of agstions for the state of tur-
bulence predicting models has been tested on #&elit dependent varia-
bles.

An analysis of the validity of the assumptions mhede been performed
in accordance with the testing process describeveabThe results are
presented in an aggregated manner — as the avaragefor all 43 assets.
In this study, in-sample analysis has been perfdribis analysis is made
for the observations on which the model has betmai®d.
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Formal tests

The testing process is begun by performing the Hodremeshow test.
Table 2 presents the percentage of cases for whemull hypothesis in
Hosmer-Lemeshow test has not been rejected in madéi various theo-
retical distributions, definitions of the dependeatiable and data types.

For all analyzed significance levels (10%, 5% a#@ this test does not
significantly prefer any of three theoretical disttions. However, in all
cases the best results have been achieved foraobé miodels. The results
for all the theoretical distributions are good egloto consider the possibil-
ity of using each of them in the state of turbukenwdels.

For dependent variables P5, P10, and P20 the é=sits are obtained
from models built on untransformed data (Table &jite results for the
principal components and the factors for theseatdas because the results
were much worse than for untransformed data aneh@trevorth consider-
ing). For the P1 variable all independent variablat sets are of the same
quality (actually the untransformed data has thestwesults). From analy-
sis of models built on the untransformed datatierdifferent definitions of
the dependent variable it may be seen that the Imdolethe P1 variable
achieve relatively the worst results. Actually, yoribr the P1 dependent
variable the percentage when the null hypothesssriot been rejected is
much smaller than the expected result.

Results for the Hosmer-Lemeshow test indicate ith#éhe state of tur-
bulence models, all considered theoretical distidims of a random error
may be used. In addition, for the P5, P10 and R2@bles, models achieve
the best results when using the untransformed d#&g.only exception is
the P1 dependent variable, for which slightly bettesults have been
achieved for the models based on the data fronfatter analysis. The
Hosmer-Lemeshow test does not disqualify any ofdigigendent variables,
although the poorest results have been obtainethéorariable P1.

The next step in the testing process is the armatfsihe LR test results.
The purpose of this test is to test the total @wvahce of the impact of the
independent variables on the dependent variable.tdlle with results of
the LR test shows the percentage of cases in whiemull hypothesis of
the LR test has been rejected. Results obtaineithéorR test are presented
in Table 3. Presented results are for models estnan the untransformed
data. Results for models estimated on the data themPCA analysis and
the factor analysis were significantly worse andehldeen omitted.

LR test results for each definition of the dependemiable indicate that
independent variables are much more likely to ldvant for the P1 de-
pendent variable than for the others. Among theP2B,and P20 dependent
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variables, the P20 variable is relatively the woitdhas also turned out that
the significance of the impact in the cases ofRBeand the P10 dependent
variables is similar. In addition, similar resutié the LR test have been
obtained for all random error distributions. All deds (Logit, Probit and
Cloglog) are equally good with respect to this.test

Results of the formal tests (the Hosmer-Lemeshatvard the LR test)
can be summarized in the following points:

The best results are obtained for the state olitenize models built on
a set of untransformed data.

On the basis of the formal tests analyzed, didiiobs of random errors
are equally good and might be used in the statierbfilence models.

Formal tests do not unequivocally reject any ofdbpendent variables,
although for the LR test it can be observed thatstvesults are obtained
for the P1 variable.

The next step is to measure the discriminant aagbthdictive ability of
the model analysis. For this purpose, the Ginifa@eht and the CROC
criterion have been used.

Gini coefficient analysis

The Gini coefficient is a measure of the discriminability of a model.
It determines how well the predicted probabilitytbé state of turbulence
separates the distribution of rates of return frih@ state of turbulence
from the distribution of rates of return from thtate of tranquility. Results
of the Gini coefficient analysis are presented abl€ 4. In the table the
average values of the Gini coefficient are preskfde the state of turbu-
lence models based on the untransformed data. Agesalts for the PCA
data and for the factor analysis data have beettesmiThis is due to the
fact that the assessment of the discriminant ghilitthe models based on
different types of data clearly indicates that dligcriminant ability of the
models based on the untransformed data is signtficdnigher. On the
basis of these results, it may be concluded treaugie of principal compo-
nents or factors instead of untransformed datauttdl the state of turbu-
lence model worsens its discriminant ability. Inadso be stated that, de-
spite the fact that observation matrix reductiorihods solve the problem
of collinearity, their use may lead to a worsenafghe quality of infor-
mation stored in the data set.

Based on the results shown in the Table 4, it reagdncluded that the
smaller the area that defines the state of turlzeletine higher the discrimi-
nant ability of the model. According to the resuitstained, models with
the P1dependent variable have the largest disaimiability, models with
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the P5 and the P10 dependent variables have medi#isatiminant ability
and models with P20 dependent variable have delinthe worst discri-
minant ability. These results might be interpresasdollows: the more ex-
treme realization of returns are, the more sinalad significantly different
from those in a defined state of tranquility theigiion on the market is. On
the basis of the market situation, it is easiergcognize more extreme
realizations of returns. It means that the expansiothe definition of the
state of turbulence increases the noise. Howeter important to remem-
ber about a risk that using too narrow definitidrite state of turbulence
may lead to model overfitting. It means that thiai @oefficient for the
Pldependent variable might be so high not due écatitual relationship
between today’s situation in the economy and toawss financial time
series state, but due to specific relationshipafatata set. In this case, it
may happen that the model, according to in-sammdyais, works correct-
ly, but in fact, when used in reality would perfomuch worse. In order to
verify the over-fitting issue, out-of-sample anddyshould be performed.

The description of its construction and its effeotthe state of turbulence

forecasting models will be presented in the padhanalysis section.

As for formal tests, the Gini coefficient resulte @imilar and good for
all three considered assumptions about the distoitowof a random error.
The similarity is confirmed for each of the defioits of the dependent
variable. Again, in all cases, the average valub®iGini coefficient is the
highest for the Probit model, but the differences\aery small and do not
appear to be significant.

Based on the results obtained during the forménggsnd the discrimi-
nant analysis, the following conclusions may béesta
— All theoretical distributions of error terms may bieed to build the state

of turbulence model — the quality of the Logit, Bitoand Cloglog

models (ceteris paribus) are good enough and ddiffiet significantly,

— Models built on the untransformed data achieveifiggmtly better re-
sults than the models based on the principal coemsror the factors.
Therefore, for further analysis only the untransfed data will be con-
sidered,

— Models in which the dependent variable is define@@% of the worst
realizations of rates of return, achieve much woeseilts than models
for other dependent variables. For this reasonP&® dependent varia-
ble will be excluded from a further analysis.
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CROC criterion analysis

The primary purpose of the proposed models is ewige high-quality
state of turbulence forecasts. Therefore, the CR@terion results are
crucial for their evaluation. In this analysis, et sf assumptions has been
extended by adding a cut-off point analysis. Thiséry important, as two
identical models which differ only in the cut-ofbipt assumption may
have completely different predictive abilities. Rbe formal tests and the
Gini coefficient, a cut-off point value does notttea These analyses are
prior to the step of determining the cut-off poifihe CROC criterion al-
lows to consider an extra dimension of a modeillldws to evaluate which
cut-off point for the state of turbulence modehiages the best results.

Results for the CROC criterion analysis are preskim Tables 5-7.
These tables include the average distance, foerdifit cut-off points, be-
tween the point on the ROC curve and the idealtpfon models with dif-
fering assumptions. The lower value of the CROG@eddn is, the better
predictive ability a model has. The tables showultesfor cut-off points
around the optimal cut-off point (the CROC criteric on average the
lowest).

Analyzing values presented in the tables, it castheed that the aver-
age values of the CROC criterion for the optimataffi points are signifi-
cantly lower (better) for the dependent variable(®185-0.203) than the
average values for the variable P5 (0.412-0.418) the variable P10
(0.482-0.487). Results for the P5 and the P10 bimsaare very similar and
equally good.

Again, the results for the various theoretical rilisttions of a random
error do not differ from each other significantblthough at the optimal
cut-off points the best results are always achiefeedthe Probit model.
Considering the average results for the CROC aitefor different theo-
retical distributions of a random error, it may diated that the results for
the Cloglog, the Logit and the Probit models arsidadly indistinguisha-
ble.

In the CROC criterion results interesting regulanitay be seen. On av-
erage, the lowest values of this criterion havenlshieved when the cut-
off point is equal to the percentage that defiinesstate of turbulence (de-
pendent variable). It means that, on average h®Pl dependent variable
the optimal cut-off point is equal to 0.01, for tR& variable is equal to
0.05, and for the P10 variable is equal to 0.1.
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Based on the CROC criterion analysis, the conahssinay be summed
up in the following points:

The smaller the area that defines a dependentblayithe better the
predictive ability of a model. The best resultsdaeen achieved for the P1
dependent variable, results for the P5 and the \Rti@bles are slightly
worse. Nevertheless, the results for the P5 anéifledependent variables
do not exclude them from a further analysis.

The CROC criterion does not materially prefer ang of the family of
distributions of a random error.

The optimal cut-off point, on average, should beatdo a percentage
that defines a dependent variable (the state btiteince).

The testing process consisted of four elementsHibemer-Lemeshow
test, the LR test, the discriminant ability anadykased on the Gini coeffi-
cient and the predictive ability analysis basedr@ CROC criterion. The
results obtained during the testing process haabled to reduce 3600
different combinations of assumptions to 9 possdaebinations, which
provide relatively the best state of turbulence et®dThe best combina-
tions of the assumptions have been presented ifiable 8.

The results obtained during individual assets aisligave pointed out
the 9 sets of assumptions that should define higllity models. The cor-
rectness of these conclusions has been verifigthd@nportfolio analysis.
The results of the portfolios analysis are preskimtéhe next section.

Portfolio analysis results

In portfolios analysis five portfolios have beeramined. Each of them
consists of 10 randomly selected assets listedhenWarsaw Stock Ex-
change. Portfolios are built on the assumption #lhany time the share of
each asset in the portfolio is fixed and equal/i® bf the portfolio value.
This is a simplifying assumption, which should affiect the result of the
analysis. Same as for the analysis of individusétss the assets in the port-
folios are listed at least 6 years on the WarsawISExchange. The study
has been conducted for the period from 1 Januadg &D31 January 2012.

In the study, in order to verify the results ob&mirduring the analysis
for individual assets, in-sample and out-of-samgoalysis has been per-
formed. The out-of-sample analysis enables to chbekstability of the
results obtained during the in-sample analysis. diieof-sample analysis
is made for observations, which have not been takiEnaccount during
estimation. A significant reduction of the forecgshlity implies an over-
fitting issue which generates a high risk thatrtieel may perform signif-
icantly more weakly in reality than it is expectedaccording to in-sample
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results. In this case, the state of turbulence modtead of describing
a universal relationship between the dependentaiblgriand the independ-
ent variables, describes the relationship betwbemtresulting from the
specificity of the analyzed data set.

The out-of-sample analysis has been performed gordance with the
recursive window approach. The analysis has beeiedaut for the peri-
od between 1 January 2010 and 31 January 2012.

The initial training sample consisted of 1004 ofkagons and the pre-
diction sample consisted of 525 observations. Tiésins that the out-of-
sample analysis has been made on a sample of EX&afts.

The test procedure, as in models for individuak&sshas consisted of
four components: the Hosmer-Lemeshow test, thedsR the Gini coeffi-
cient and the CROC criterion analyses. Formal telsts to their specificity
(assess the goodness of fit and form of the mduele been carried out
only during the in-sample analysis. The Gini cagéint and the CROC
criterion analyses have been carried out bothHerin- and out-of-sample
analysis.

First, the Hosmer-Lemeshow test (Table 10) wasopedd. The results
of the test have confirmed the conclusions drawmfthe analysis for in-
dividual assets. For all analyzed portfolios, instncases, there is no reason
to reject the null hypothesis, because of the camess of the assumed
theoretical distribution of a random error (for significance level equal to
5%). The worst results have been obtained by tlogl@j model with the
Pldependent variable. For this model for 3 out pb&folios the percent-
age of cases in which there was no reason to rdjechull hypothesis is
lower than the expected 95%. For the Probit modil the P10 dependent
variable, the same results have been obtainedvioportfolios. It can also
be noted that for portfolio 1 and dependent vaedb none of the consid-
ered theoretical distributions reach the expectetgntage of cases in
which there is no reason to reject the null hypsitheHowever, for all de-
scribed cases results are as expected. Therefspitel the imperfections,
it is difficult to reject any combination of thesasnptions for the state of
turbulence models.

Then the LR test has been performed (Table 1Thaly be concluded
that for the assumed level of significance equd%g untransformed inde-
pendent variables always have significant combimgzhct on a dependent
variable. All combinations of analyzed assumptidnsim the perspective
of this test, are equally good.
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The next stage of the evaluation was the Gini ezefft analysis. This
coefficient was calculated both during the in-saarguhd the out-of-sample
analysis. The Gini coefficient values for the imrgde analysis (Table 12)
confirm the results obtained during the individagkets analysis. Again,
the smaller the area that defines the dependemblar the greater the
discriminant ability of the model. In addition, feach dependent variable
the Logit, the Probit and the Cloglog model haveesy similar discrimi-
nant ability.

The key results have been obtained during the Bs&mple analysis
(Table 13). These results indicate that modeld lomilthe P10 and the P5
dependent variables do not lose much of their inscant ability when
out-of-sample analysis is performed. In contrastdets with the P1 de-
pendent variable have lost their discriminant abiiery significantly. Ex-
tremely bad results have been reached for theghortiumber 1, where the
Gini coefficient is smaller than 0. This means tiwat model has a negative
discriminant ability. Obtaining such a result sugtgea very high instability
for the P1 dependent variable.

The final step of the testing process was the CR@€rion analysis. It
was performed during the in-sample and the outaiffde analyses. All
values presented below have been calculated wéttasisumption that the
cut-off point is equal to the percentile definitng tdependent variable. This
means that the cut-off point for the Plvariabledsal to 0.01, the cut-off
point for the P5 variable is equal to 0.05 andtfer P10 variable equal to
0.1.

The CROC criterion results for the in-sample analy$able 14) con-
firm the results obtained for individual assetse TWROC criterion values
are significantly lower for the P1dependent vagathlan for the P5 and the
P10 variables. Again, the CROC criterion valuestf@ P5 and the P10
variables are similar and low enough to assume tiadels with those
dependent variables have high predictive qualiby.dach of the portfolios
under consideration, it is possible to find cutjdiints with a lower value
of the CROC criterion than for cut-off points eqtmlthe percentile which
defines the dependent variable. However, the ifultthe so- defined cut-
off points are close to optimal, and each time ea model with a high
predictive ability.

As for the Gini coefficient, the CROC criterion enftsample analysis
(Table 15) has provided the key results. It hagdadrout that during the
out-of-sample analysis, models built on the P5taiedP?10 dependent vari-
ables have lost much less from their predictivditgbin comparison to
models built on the P1 variable. Models with thevdfable have a very
poor prognostic ability. For portfolios 1, 2 and tBe binary models (Logit,
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Probit and Cloglog) have not once predicted thee sthturbulence correct-
ly. This result confirms the conclusions of the iGaoefficient out-of-
sample analysis. Models based on the P1 dependegable are character-
ized by high instability. This means that modelsdshon the Plvariable,
although they work well for the sample on which thedel has been esti-
mated, its usefulness in the predicting processuish smaller.

Conclusions

During the empirical results analysis a numberassible combinations of
assumptions for the state of turbulence models baea examined. It has
been studied how different assumptions affect thelity of the model.
The assumptions about the theoretical distribugb@a random error, the
definition of the dependent variable, the typeshefindependent variables
data set and the choice of the cut-off point trefings the state of turbu-
lence have been taken into consideration.

Based on the results of the in-sample analysigndividual assets, it
may be stated that the choice of the theoreticstkidution of a random
error from the normal, the logistic and the Gompelistribution is irrele-
vant to the quality of the model (all assumptions aqually good). The
results have shown that models with the P20 depgngdeiable or ones
built on the principal component or the factors édnamuch lower quality
than the others. It might also be noted that, @rage, the optimal cut-off
point is equal to the percentage of observatioas defines the state of
turbulence.

The in-sample analysis of the portfolios has comdid the previously
obtained results. Additionally, the out-of-samphealysis implies that mod-
els built on the P1 dependent variable are chaiaeteby a very high in-
stability in its discriminant and predictive abjlit

Finally, the six combinations of assumptions, whieiet all formal re-
guirements and have a high predictive and discantimbility, both for the
in-sample and the out-of-sample analyses, have bekstted. Table 16
shows the possible groups of assumptions which Idhallow to build
a high quality state of turbulence model.

Due to the differences in the horizon of the arialgsd significantly
different specificity of the state of turbulence dsband the EWS models
developed by the authors of the studies discusbedea it is difficult to
directly compare the obtained results. Nevertheliess worth referencing
the general conclusions obtained in the study thighconclusions from the
EWS model studies.

378



Equilibrium. Quarterly Journal of Economics and Economic Palicy, 13(3), 357-389

Firstly, it is worth noting that the results of teidy confirm the find-
ings from studies such as Eichengrestnal. (1995), Kaminskyet al.
(1998), Beckmanmt al. (2006), Davis and Dilurby (2008), Bussiere and
Fratzscher (2008) and Barmtlal. (2010), in which models for binary de-
pendent variable are regarded as adequate to ptledistate of turbulence
(the state of the crisis). The choice of the optim-off point has also
turned out to be very important as in the studyatzscher and Bussiere
(2008).

Secondly, the results obtained have also confithedonclusions from
Oh et al. (2006) and Kimet al. (2008) about the set of independent varia-
bles that can be used to predict the state of kemba. The inclusion of
variables describing the situation on the stockharge, the foreign ex-
change and the interest rates markets should wafidctive forecasts of
the state of turbulence.

It seems that the state of turbulence models aartstl in accordance
with the scheme described in the study, with onefsix combinations of
assumptions selected, can provide high qualitycsts and thus be very
useful in risk management in a financial institatid he groups of assump-
tions specified in the Table 16, not only meetfitrenal requirements, but
are also characterized by a high and stable piregliahd discriminant abil-
ity. The high forecasts quality leads to the cosidn that the proposed
model may be an effective tool for generating digjhat trigger stricter
control processes or increases in a capital buifdr respect to extraordi-
nary loss expectation. It seems that these modals atso be effectively
used in measuring the market risk in a financiatifation. In this case, its
usefulness should be verified on the basis of tyuafi the risk level fore-
casts provided by the models used to measure masketwhich would
take into account the state of turbulence moddie possibility of using
forecasts of the state of turbulence in the measeme of the market risk is
an important issue because it could potentiallgl lmaimproved estimates
of the regulatory capital held for market risk byfiaancial institution,
which may translate into a greater stability of #mdire sector. Construc-
tion and evaluation of the effectiveness of the katrisk measurement
models using state of turbulence models is a dmeetorth developing for
the proposed models.
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Annex

Table 1. Companies, which shares were included in the shudindividual assets

NO  Company name NO Company name NO Company name
1 ASSECO POLAND SA. 16 FERRUM SA. 31 PROJPRZEMA.
OPAKOWANIA
AMPLI S.A 17 FAMUR SA. 32 e
INSTAL
BETACOM S A. 18 oL . 33 POLNORD SA.
BRE BANK S.A. 19 KCI SA 34  SOPHARMA AD
STALEXPORT
5  CERAMIKANOWA 20  KGHM SA. 35  AUTOSTRADY
GALA S.A. -
SWISSMED
6  COGNOR SA. 21 g%GENERACJA 36  CENTRUM
A ZDROWIA S.A.
CENTROZAP SA. 22 LPP SA 37 TELL SA
gi’v' DEVELOPMENT 53 McLocic SA. 38 TRION SA.
o  ECHOINVESTMENT . MENNICA 40  TELEKOMUNIKAC
SA POLSKA S.A. JA POLSKA S.A.
MOSTOSTAL VISTULA GROUP
10 EFEKT SA. 25 MOSTOSTA w0 I
MOSTOSTAL
11 ELEKTROBUDOWA 5 \yARSZAWA 41 WASKO SA.
SA oA
MOSTOSTAL-
12 ELZABSA. 27 MOSTOSTAL 42 wiBO SA.
. MOSTOSTAL
13 E(N)ESSI\?I'\E"OSNZAZ' 28 ZABRZE - 43 ZYWIEC SA.
A HOLDING S.A.
14  FAMGK SA. 29 MUZA SA.
15 FARMACOL S.A. 30 giRDEA BP

Table 2. The Hosmer-Lemeshow test results for the individisslets analysis

SIGNIFICANCE LEVEL

MODEL DEP.VAR. DATA TYPE
1% 5% 10%

P1 FA Cloglog 95.2% 95.2% 92.9%
P1 FA Logit 95.2% 95.2% 92.9%
P1 FA Probit 97.6% 95.2% 90.5%
P1 Untransformed Cloglog 93.0% 86.0% 83.7%
P1 Untransformed Logit 90.9% 88.6% 88.6%
P1 Untransformed Probit 95.5% 95.5% 93.2%
P1 PCA Cloglog 93.0% 93.0% 90.7%
P1 PCA Logit 93.0% 93.0% 88.4%
P1 PCA Probit 95.3% 90.7% 86.0%




Table 2. Continued

SIGNIFICANCE LEVEL

MODEL DEP. VAR. DATA TYPE
1% 5% 10%

P5 Untransformed Cloglog 97.7% 93.2% 84.1%
P5 Untransformed Logit 97.7% 95.5% 84.1%
P5 Untransformed Probit 100.0% 95.5% 90.9%
P10 Untransformed Cloglog 100.0% 97.7% 95.5%
P10 Untransformed Logit 100.0% 100.0% 100.0%
P10 Untransformed Probit 100.0% 97.7% 97.7%
P20 Untransformed Cloglog 100.0% 95.5% 93.2%
P20 Untransformed Logit 100.0% 95.5% 93.2%
P20 Untransformed Probit 100.0% 97.7% 95.5%

The table shows the percentage of cases in whiete tls no reason to reject the null
hypothesis in the Hosmer-Lemeshow test for thee sttturbulence models with different
assumptions about the distribution of a randomree@et of independent variables and the
dependent variable definition.

Table 3. The LR test results for the individual assets asialy

DEP.VAR. DATATYPE MODEL 1% 5% 10%

P1 Untransformed Cloglog 58.1% 72.1% 79.1%
P1 Untransformed Logit 54.5% 70.5% 79.5%
P1 Untransformed Probit 54.5% 68.2% 79.5%
P5 Untransformed Cloglog 72.7% 86.4% 90.9%
P5 Untransformed Logit 72.7% 88.6% 90.9%
P5 Untransformed Probit 72.7% 88.6% 90.9%
P10 Untransformed Cloglog 75.0% 84.1% 90.9%
P10 Untransformed Logit 75.0% 86.4% 90.9%
P10 Untransformed Probit 77.3% 88.6% 90.9%
P20 Untransformed Cloglog 68.2% 81.8% 88.6%
P20 Untransformed Logit 68.2% 77.3% 88.6%
P20 Untransformed Probit 68.2% 77.3% 88.6%

The table shows the percentage of cases in whmuli hypothesis is rejected in the LR
test for the state of turbulence models with dédfarassumptions about the distribution of
arandom error, a set of independent variablestheadiependent variable definition. The
table shows results of the test for 1%, 5% and &@ftificance levels.

Table 4. Results for the Gini coefficient analysis for tinéividual assets analysis

DEP. VAR. MODEL DATA TYPE Gini

P1 Cloglog Untransformed 0.853
P1 Logit Untransformed 0.859
P1 Probit Untransformed 0.877
P5 Cloglog Untransformed 0.521
P5 Logit Untransformed 0.526
P5 Probit Untransformed 0.536




Table 4. Continued

DEP. VAR. MODEL DATA TYPE Gini

P10 Cloglog Untransformed 0.379
P10 Logit Untransformed 0.384
P10 Probit Untransformed 0.388
P20 Cloglog Untransformed 0.245
P20 Logit Untransformed 0.248
P20 Probit Untransformed 0.249

The table shows the average value of the Gini effit.

Table 5. Selection of the optimal cut-off point based on @€ROC criterion. The
P1 dependent variable

DATA TYPE DEP.VAR. CUT-OFF POINT ~CROC CROC  CROC
Cloglog L ogit Probit
Untransformed P1 0.01 0.203 0.202 0.185
Untransformed P1 0.02 0.245 0.236 0.205
Untransformed P1 0.03 0.307 0.294 0.246
Untransformed P1 0.04 0.326 0.320 0.293
Untransformed P1 0.05 0.369 0.363 0.345
Untransformed P1 0.06 0.404 0.388 0.377
Untransformed P1 0.07 0.417 0.409 0.413
Untransformed P1 0.08 0.438 0.426 0.434
Untransformed P1 0.09 0.469 0.449 0.455
Untransformed P1 0.1 0.490 0.476 0.497

The table shows the selection of the optimal céipofnt based on the CROC criterion for
the models with the P1 dependent variable.

Table 6. Selection of the optimal cut-off point based on @€ROC criterion. The
P5 dependent variable

DATA TYPE DEP.VAR. CUT-OFF pOINT SROC CROC  CROC
Cloglog Logit Probit
Untransformed P5 0.01 0.817 0.809 0.782
Untransformed P5 0.02 0.639 0.634 0.622
Untransformed P5 0.03 0.510 0.506 0.503
Untransformed P5 0.04 0.438 0.433 0.432
Untransformed P5 0.05 0.418 0.414 0.412
Untransformed P5 0.06 0.436 0.432 0.424
Untransformed P5 0.07 0.468 0.462 0.449
Untransformed P5 0.08 0.501 0.493 0.486
Untransformed P5 0.09 0.537 0.534 0.530

The table shows the selection of the optimal céipofnt based on the CROC criterion for
the models with the P5 dependent variable



Table 7. Selection of the optimal cut-off point based on €ROC criterion. The
P10 dependent variable

DATATYPE  DEP.VAR.  CUT-OFFpPOINT ~CROC  CROC CROC
Cloglog Logit Probit

Untransformed P10 0.06 0.637 0.633 0.631
Untransformed P10 0.07 0.571 0.569 0.569
Untransformed P10 0.08 0.523 0.521 0.522
Untransformed P10 0.09 0.496 0.493 0.493
Untransformed P10 0.1 0.487 0.482 0.482

Untransformed P10 0.11 0.500 0.496 0.492
Untransformed P10 0.12 0.524 0.519 0.515
Untransformed P10 0.13 0.547 0.544 0.540
Untransformed P10 0.14 0.577 0.573 0.567
Untransformed P10 0.15 0.609 0.599 0.599

The table shows the selection of the optimal céipoint based on the CROC criterion for
the models with the P10 dependent variable.

Table 8. The best combinations of the state of turbulencelelsoassumptions.
Individual assets analysis

DEPENDENT
VARIABLE CUT-OFF POINT MODEL DATA TYPE
P10 10% Logit Untransformed
P10 10% Probit Untransformed
P10 10% Cloglog Untransformed
P5 5% Logit Untransformed
P5 5% Probit Untransformed
P5 5% Cloglog Untransformed
P1 1% Logit Untransformed
P1 1% Probit Untransformed
P1 1% Cloglog Untransformed

The table shows the nine combinations of assumgtievhich (based on the results
obtained) should define high-quality state of tuebee models.

Table 9. Companies, which shares were included in the studgortfolios

PORTFOLIO  PORTFOLIO _ PORTFOLIO _ PORTFOLIO _ PORTFOLIO
NO 1 2 3 4 5
ATLANTIS ATLANTA ASSECO ATM GROUP
1 sa AMPLIS.A. SA POLAND SA. SA.
BBI ZENERIS Z0 BYTOM
2 BBE FORTESA.  AWBUDSA. BIOTONSA 40
INTER
3 BIOTONSA.  GROCLIN DUDA S.A. ELZABSA.  CEZAS.
AUTO S.A.
ECHO GLOBE
PR - g\'(ADROTOR EUAROCASH SLOBE :_I\/ISPE\XMETA
SA. A. A CENTRE SA. A




Table 9. Continued

PORTFOLIO _ PORTFOLIO _ PORTFOLIO _ PORTFOLIO _ PORTFOLIO
NO
1 2 3 4 5
ENERGOPOL-
IMPEXMETAL  IZOLACJA
5 POLUDNEE  KGHM SA  DMIDMSA gl A
GLOBE
6  TRADE N OW A" PEPEESSA  LPPSA RORDEA  BP
CENTRE S.A. A A
: ORCO
7 PoBPSA  POLCESA £ 0CMNK NnovitasA PROPERTY
A GROUP S.A,
TRAVELPLAN PBS FINANSE TRAVELPLA
8  ErpLsa  PULAWYSA - REDANSA g NET.PL S.A.
STOMIL POLCOLORIT
9 WISTLSA  SYGNITYsA goMe. B9 ULMA S.A.
10 zvwecsa AR suwarysa SOPPARMA e vER S A

Table 10. The Hosmer-Lemeshow test results for the portfafialysis

DEP.VAR. MODEL PORT.1 PORT.2 PORT.3 PORT.4 PORT.5 AVG

P10 Cloglog 100% 99% 99% 99% 100% 100%
P10 Probit 92% 100% 100% 93% 98% 97%
P10 Logit 98% 100% 100% 99% 100% 99%
P5 Cloglog 88% 100% 100% 100% 97% 97%
P5 Probit 88% 97% 97% 100% 100% 96%
P5 Logit 76% 100% 100% 100% 100% 95%
P1 Cloglog 100% 84% 84% 100% 100% 93%
P1 Probit 100% 100% 100% 100% 100% 100%
P1 Logit 100% 99% 99% 100% 100% 100%

The table shows the percentage of the cases inhvthire is no basis to reject the null
hypothesis in the Hosmer-Lemeshow test for thee stétturbulence models with different
assumptions about the distribution of a randomreeeet of independent variables and the

dependent variable definition.

Table 11. The LR test results for the portfolio analysis

DEP.VAR. MODEL PORT.1 PORT.2 PORT.3 PORT.4 PORT.5 AVG

P10 Cloglog 100% 100% 100% 100% 100% 100%
P10 Probit 100% 100% 100% 100% 100% 100%
P10 Logit 100% 100% 100% 100% 100% 100%
P5 Cloglog 100% 100% 100% 100% 100% 100%
P5 Probit 100% 100% 100% 100% 100% 100%
P5 Logit 100% 100% 100% 100% 100% 100%




Table 11. Continued

DEP.VAR. MODEL PORT.1 PORT.2 PORT.3 PORT.4 PORT.5 AVG

P1 Cloglog 100% 100% 100% 100% 100% 100%
P1 Probit 100% 100% 100% 100% 100% 100%
P1 Logit 100% 100% 100% 100% 100% 100%

The table shows the percentage of the cases irmvthénull hypothesis is reject in the LR
test for the state of turbulence models with dédfarassumptions about the distribution of
a random error, a set of independent variabledtadependent variable definition.

Table 12. Results for the Gini coefficient analysis for thertolios. In-sample
analysis

DEP.VAR. MODEL PORT.1 PORT.2 PORT.3 PORT.4 PORT.5 AVG

P10 Cloglog 0.43 0.48 0.48 0.46 0.41 0.45
P10 Probit 0.44 0.50 0.50 0.47 0.42 0.47
P10 Logit 0.43 0.49 0.49 0.47 0.41 0.46
P5 Cloglog 0.54 0.59 0.59 0.57 0.59 0.58
P5 Probit 0.56 0.61 0.61 0.59 0.61 0.60
P5 Logit 0.55 0.60 0.60 0.58 0.60 0.59
P1 Cloglog 0.88 0.85 0.85 0.90 0.90 0.88
P1 Probit 0.90 0.87 0.87 0.92 0.91 0.89
P1 Logit 0.89 0.86 0.86 0.91 0.90 0.88

The table shows the average value of the Gini meffit for the in-sample analysis.

Table 13. Results for the Gini coefficient analysis for thargiolios. Out-of-sample
analysis

DEP.VAR. MODEL PORT.1 PORT.2 PORT.3 PORT.4 PORT.5 AVG

P10 Cloglog 0.39 0.34 0.34 0.38 0.33 0.36
P10 Probit 0.41 0.41 0.41 0.41 0.33 0.40
P10 Logit 0.39 0.37 0.37 0.40 0.33 0.37
P5 Cloglog 0.32 0.45 0.45 0.51 0.46 0.44
P5 Probit 0.36 0.46 0.46 0.57 0.52 0.48
P5 Logit 0.34 0.46 0.46 0.54 0.47 0.45
P1 Cloglog -0.89 0.44 0.44 0.30 0.40 0.14
P1 Probit -0.57 0.49 0.49 0.31 0.43 0.23
P1 Logit -0.86 0.46 0.46 0.29 0.41 0.15

The table shows the average value of the Gini woeffit for out-of-sample analysis.



Table 14. Results for the CROC criterion analysis for thetfodins. In-sample
analysis

DEP.VAR. MODEL PORT.1 PORT.2 PORT.3 PORT.4 PORT.5 AVG

P10 Cloglog 0.47 0.41 0.41 0.43 0.48 0.44
P10 Probit 0.47 0.41 0.41 0.43 0.46 0.44
P10 Logit 0.47 0.41 0.41 0.43 0.47 0.44
P5 Cloglog 0.42 0.35 0.35 0.41 0.38 0.38
P5 Probit 0.41 0.34 0.34 0.39 0.36 0.37
P5 Logit 0.41 0.35 0.35 0.41 0.35 0.38
P1 Cloglog 0.16 0.22 0.22 0.15 0.16 0.18
P1 Probit 0.16 0.21 0.21 0.15 0.15 0.18
P1 Logit 0.16 0.21 0.21 0.15 0.16 0.18

The table shows the selection of the optimal céipofnt based on the CROC criterion for
the in-sample analysis.

Table 15. Results for the CROC criterion analysis for the tfodios. Out-of-
sample analysis

DEP.VAR. MODEL PORT.1 PORT.2 PORT.3 PORT.4 PORT.5 AVG

P10 Cloglog 0.61 0.64 0.64 0.82 0.61 0.66
P10 Probit 0.64 0.58 0.58 0.71 0.59 0.62
P10 Logit 0.61 0.61 0.61 0.82 0.61 0.65
P5 Cloglog 0.76 0.49 0.49 0.73 0.78 0.65
P5 Probit 0.77 0.49 0.49 0.55 0.78 0.62
P5 Logit 0.76 0.49 0.49 0.64 0.78 0.63
P1 Cloglog 1 1 1 0.67 0.51 0.84
P1 Probit 1 1 1 0.67 0.5 0.84
P1 Logit 1 1 1 0.67 051 0.84

The table shows the selection of the optimal céipoint based on the CROC criterion for
out-of-sample analysis.

Table 16. Six the best combinations of the state of turbudemodels assumptions

DEPENDENT CUT-OFF
ASSUMPTIONS VARIABLE POINT DATATYPE MODEL
GROUP 1 P10 10% Untransformed Probit
GROUP 2 P10 10% Untransformed Logit
GROUP 3 P10 10% Untransformed Cloglog
GROUP 4 P5 5% Untransformed Probit
GROUP 5 P5 5% Untransformed Logit

GROUP 6 P5 5% Untransformed Cloglog




Figure 1. Example of CAP curve

= e = [ull discrimination

CAP curve for a model
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Distribution of probability of success
conditional on success observed

Unconditional distribution of probability of sucees

Source: own calculation based on: BCBS (2005).





