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Abstract

Research background:Bankruptcy literature is populated with scores e€ohometric)
models ranging from Altman’s Z-score, Ohlson’s @+s¢ Zmijewski’'s probit model to k-
nearest neighbors, classification trees, suppatbvenachines, mathematical programming,
evolutionary algorithms or neural networks, alligaed to predict financial distress with
highest precision. We believe corporate defaultors an important research topic to be
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identified with the prediction accuracy only. Ddspihe wealth of modelling effort, a uni-
fied theory of default is yet to be proposed.

Purpose of the article:Due to the disagreement both on the definition leente the timing
of default, as well as on the measurement of ptiedi@ccuracy, the comparison (of predic-
tive power) of various models can be seriously @aiding. The purpose of the article is to
argue for the shift in research focus from maximgzaccuracy to the analysis of the infor-
mation capacity of predictors. By doing this, weymgt come closer to understanding
default itself.

Methods: We critically appraise the bankruptcy researchrditgre for its methodological
variety and empirical findings. Default definitignsampling procedures, in and out-of-
sample testing and accuracy measurement are atirszed. In an empirical part, we use
a double stochastic Poisson process with multiegeprediction horizon and a comprehen-
sive database of some 15,000 Polish non-listed aarep to illustrate the merits of our new
approach to default modelling.

Findings & Value added: In the theoretical part, we call for the constroetiof a single
unified default forecasting platform estimated fbe largest dataset of firms possible to
allow testing the utility of various sources of maic mezzo, and macro information. Our
preliminary empirical evidence is encouraging. Beeuracy ratio amounts to 0.92 fort =0
and drops to 0.81 two years ahead of default. Wet fio the pivotal role played by the
information on firm’s liquidity (alternatively innpfitability) and — in contrast to Altman’s
tradition — hardly any contribution to predictiveyger of other financial ratios. Macro data
is shown to be critical. It adds, on average, ntbe: 10 p.p. to accuracy ratio. In the fu-
ture, we hope to integrate listed and non-listecididata into one model, ideally at higher
frequency than annual, and include the informatinriirm's competitiveness position.

Introduction

Corporate default is too an important researchctopibe identified with

the forecast accuracy (in the estimation sampleaiticular) only. Despite
many advances within theoretical studies, sevssaies i.e. the very defini-
tion of default, the moment it materializes, théuna and the size of bank-
ruptcy (direct and indirect) costs, the interplapeen different stakehold-
er groups — to name just a few, are yet to be vesolNo surprise, no
unified theory of default has been formulated tted&Ve believe it may
partly be because the focus of the empirical rebe misplaced. Rather
than concentrating on maximizing the model accuraegearch should
focus on the study of the information relevantite tlefault process.

The first corporate default forecast models wereetiped in the late
1960s. Altman’s Z-score (1968) using discriminanglgsis, with more
than 95% correct designations, was very accuratsd proved an incen-
tive for further research around the world, e.g.eEeb al. (2003) in Tur-
key, Galvacet al. (2004) in UK, Yim and Mitchell (2005) in Japarar&lin
and Porporato (2008) in Argentina.

With his O-score model, Ohlson (1980) was firstefault forecasting
to use the logistic regression. Lin and Piesse4P08ed it to distinguish
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between distressed and non-distressed firms irJeAltman & Sabato
(2007) — to model credit risk of US SMEs, Lietal. (2008) examined
Taiwanese firms, Bhimamt al. (2013) applied it to SMEs in Portugal.

Probit models, pioneered by Zmijewski (1984), aatural candidates
for default modelling. For example, Gralyal. (2006) examined the impact
of various financial and industry variables on dreatings among Austral-
ian firms.

Other techniques such as k-nearest neighbors (k-MdMgsification
trees, support vector machines (SVM), mathematignamming, evolu-
tionary algorithms or neural networks have alsonbesed. Kim and Sohn
(2010) and Ribeircet al. (2012) used SVM. Neural networks were pio-
neered by Odom and Sharda (1990), Fernandez anddalif1995) and
Wilson and Sharda (1992). Zhaeigal. (1999) used them in US, Becesta
al. (2005) in UK. In Poland, the model was used by ¥gkowskaet al.
(2004-2005).

In the structural models the probability of defdaltomputed based on
the analysis of the dynamics in a firm's equitye3dn dynamics is usually
mimicked by a specific stochastic process like Wrefef. Hirsa & Neftci,
2014) or its specific forms like Brownian motiorf.(Karatzas & Shreve,
1988; Nelson, 2001). The approach was used by BladkScholes (1973)
and by Merton (1973, 1974). Despite some criticicsam Boyarchenko
and Levendorskii (2002), Briget al. (2010), Cherubingt al. (2004) and
Nelsen (2006), it was Black-Scholes and Merton itigtired Vasicek, who
jointly with Kealhofer and McQuown, built their KMVnodel (Vasicek,
1987). HKC model was proposed by Hillegesstl. (2004). According to
Agarwal and Taffler (2008), it favourably comparaghinst Altman’s Z—
score and Black—Scholes model.

The real economy as well as firms are driven bytinpariod processes.
Models of Altman (1968), Ohlson (1980) or Zmijew$kP84), which had
won their wide acceptance in academia and indusivynot follow the
underlying nature of the modelled process. Shum{ap1), focusing on
survival analysis, was the first to note that. Hiedel was shown to be
superior to Altman and Zmijewski's one. Kingman 989 Javaheri (2005)
and Mikosch (2009) recommended a Poisson processkoand insurance
applications. Lando (1998) was the first to modshdlt with Cox process.
The biggest advantage of the model was its ahititynodel multi-period
probabilities or recurring defaults. Other modeddxhon a jump process is
Duffie et al. (2007).

Chava and Jarrow (2004) were among the first todhice industry ef-
fects resulting from different levels of competitiand different accounting
conventions. Berkovitclat al. (1998) showed that firms in mature indus-
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tries were more likely to file for bankruptcy. Maksvic and Phillips
(1998) proved default was associated with induskeynand conditions.
Opler and Titman (1994) focused on adverse implletverage on default,
more pronounced in concentrated industries. Shieifel Vishny (1992)
showed sector-wide default implications. Lang ahdz51992) studied the
contagion and competitive intra-industry effectsbahkruptcy announce-
ments. Acharyaet al. (2003) showed that seniority and collateral of the
defaulted securities, together with industry cdondg at the time of default,
were important determinants of the recovery rates.

The objective of the paper is to provide the theéoaeargument for the
need of the approach switch away from maximizingdmtion to measur-
ing the utility of the information used. This woliélp not only avoid over-
fitting problem that has plagued the academic rebeim the area for too
long, but also focus research on what really msittdse causes of default.
We provide here the preliminary empirical evidetiwa this approach may
yet to lead to considerable breakthroughs.

The novelty of our approach consists in the attetopthange the re-
search paradigm. Rather than compare differentuttestudies, adopt dif-
ferent models, estimated for different regions time-periods, thus render-
ing the comparison of the results rather dubiouws,call for the construc-
tion of one all-embracing model for a vast datasdirms, which would be
fed with various and diverse sources of informatidere, we use a data-
base on some 15,000 Polish non-listed firms andighutavailable macro-
economic information. The adoption of a doubly kastic Poisson pro-
cess, which enables multi-period forecasting is alsw in the context of
the Polish market. We attempt to capture the dyoamépect of the data
using differences in dependent variable levelsamdf the levels them-
selves. In the future, we plan to integrate otlveraes of information, e.g.
on the strategic position and competitive stremdth firm.

In the next section, we provide an extensive litegreview in which
we argue that the current focus of default researchisplaced. Then, in
the methodological section, we explain what we maaa new approach
to research and subsequently, in the results seatie provide some pre-
liminary evidence that the construction of the trigdel using low-quality
data on non-listed firms can be useful when prepeandled and assisted
by other sources of information.
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Resear ch gap

The greatest achievements of the default literatageillustrated by the
wealth of tools and techniques, have been madeananetric modelling.
Sectorial and geographic cover of the empiricalkwigralso impressive.
Still, it is by no means clear how much insight araa gain from these
models on the very nature of default. The modedsfiquently arbitrarily
defined, one-period, dominated by corporate fir@ndata. The change of
the variable levels (data dynamics), as opposedatically conceived lev-
els of the variable, is also a rarity. There haseally been no attempts to
accommodate for a potential profit management eiffige issue is particu-
larly important when examining (accounting) varesiunder the control’
of a distressed firm.

Indeed, the arbitrary selection of variables i atsignificant weakness
of most models. Altman's classic model, using sdviterconnected fi-
nancial indicators, is the best examiplEhe need for a different model for
non-listed firms, as the original one for the listmmpanies proved useless
in the new context, is also symb61i¢n general, the models estimated in
one period for a given set of companies tend toerpetform when re-
estimated for a different firm sample. The somesrdeamatic drop in the
predictive power when the models are used in &mdifft setting without re-
estimation is also well documented (Grice & Ingr&®01).

All this may not only hinder the understanding bé tvery process of
going under, but may even question the rationalitthe inter-model com-
parisons. As the dominant criterion is still modgbrediction power, the
risk of over-fitting is real. We believe there anany reasons why various
models should not be compared with each othed.aFigdtly, they usually
describe default differently. The existence of sangnsimilar terms e.g.
bankruptcy, default, financial distress, may alseadnd a warning signal.
To make it worse, each of these concepts can hieedéfinderstood in
many different ways. Narrowly speaking, a defasltai judicial decision
declaring a company insolvent. In the US, it iseofidentified with the
creditor’'s or management’s filing for e.g. Chagt@ror Chapter 11 protec-
tion. This definition is sometimes broadened tdude other forms of vol-
untary or forced reorganization (Bori al., 2007), deferral of payments

An asset turnover ratio used is one of the two aomepts that determine the operating
profitability, also used in Altman’s model. This farn affects net profitability of retained
earnings - also present in the model. Berent agishdaski (2012) show that equity to debt
ratio used by Altman is the least frequently usehbtdatio in the leverage literature.

2 This has occurred even though in the original rhttize is only one parameter related
to the market value.
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of corporate liabilities, a government rescue suppm forced merger or
change of control following a collateral executikitman et al, 1977),
failure to meet listing requirements or even adbvid omission (Duffiet
al., 2007).

Different definitions of the “object researchedtelenines the moment
of registering it. Failure to pay interest on tifeecertainly something else
than filing for bankruptcy. However, even in thdikely case of the event
studied being identically defined in two paperse tksearch setting may
still make the results incomparable. As some pafadirto check the exact
dates of a) the default event registration andhé)élease of financial data,
it is not uncommon that financial data releasedratie default event are
used as independent predictor variables (sic!)s Téads effectively to
“back rather than fore-casting” (Ohlson, 1980)déffining the moment of
bankruptcy proves tricky, what about the time tbenpany faces financial
troubles? Platt and Platt (2002, p. 185) regret ‘tvhile there is abundant
literature describing prediction models of corperéankruptcy, few re-
search efforts have sought to predict corporatnfiial distress”.

Secondly, to compare the predictive power of vemignodels one
should adopt similar (if not the same) predictivavpr (or model efficien-
cy) measures. The issue is probably even more i@pioas, in contrast to
the challenges stemming from the default definitonbiguity, the differ-
ences and interrelation between different efficjermeasures do not attract
much attention in default literature. For exampgle,accuracy rate, defined
as the percentage of correctly designated ratofg85% may indicate both
a very poor model performance in the case of arbigesentative sample
of thousands of firms with, say, 3% of bankrupt pamies, as well as quite
an achievement for a model with matched pairs. dltrost unprecedented
richness of terminology used in a binary classifarain not helpful either.
Most models quote the percentage of properly ifledtibankrupt compa-
nies, referred to as a true positive rate TPR fifudbability of detection,
a sensitivity, or a recall), equal to 1 — a falsgative rate FNR (or a miss
rate) (e.g. Zmijewski, 1984). Others, especialb}igh authors, quote the
total of all (failed and healthy) correctly idefgi firms — the measure
known as an accuracy rate, or 1 — a total errag fdR. This is the
weighted average of TPR and TNR (a true negatites & a specificity,
equal to 1 — a false positive rate, the probabilityfalse alarm, or a fall-
out). Some authors (e.g. Altman & Sabato, 2007¢ @k arithmetic aver-
age of TPR and TNR. This measure, equal to 1 —varage error rate, is
again referred to as accuracy rate (sic!). Needtesay, its reading may be
different from that provided by the “weighted” viens. We have listed but
a few examples of the terms used. There are mang paientially confus-
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ing names e.g. a positive predictive value, orexigion; a false discovery
rate; a false omission rate; a negative predictiziele. Even the classic
terms such as type | and Il errors may lead tousiaf (not debated in the
default literature): type | error to Altman (1968)the misclassification of
a failing firm as not failing, while to Ohlson (198it is the opposite:
a non-failing firm misclassified as failing (sicQther efficiency measures
originate from the ROC (receiver operating charsties) curve which
illustrates the change of model efficiency with #ieange of the cut-off
point. An AUC ratio (area under curve) is calcuthtes the area below
ROC (Tian, 2013), while an accuracy ratio is coreduas twice the area
between the ROC curve and the no-discriminatios (Duanet al, 20125
Many other ROC-related measures can also be' udégibelieve the meas-
urement of predictive power of default models desgra separate treat-
ment.

The misclassification (error) costs is anotheriaaltissue. Surely, the
(economic) cost of branding a bankrupt firm as gaioncern is different
from the case when a healthy firm is recognizedirecially distressed.
Although the issue of misclassification costs isxedmes mentioned (Alt-
manet al, 1977), it has been hardly invoked in the reatierformance of
different models debate. The issue is ever mor@itapt as the weight of
misclassification errors may influence the cutqdint and affect the size
of both errors.

Another issue critical to a meaningful comparisdrvarious studies is
the way the sample used has been selected. Thigrcmnboth the size of
the sample, as well as the way it was selected.sifal size may not nec-
essarily be an artefact of small computing powethefpast. It is true that
e.g. Tian (2015) uses several thousands of firma iecent paper, but
Sandin and Porporate (2008), in a not much older age only 22. What
concerns the way the sample is drawn, “it is bymean obvious what is
really gained or lost by different matching procesfy including no match-
ing at all” (Ohlson, 1980, p. 112). What we knowufh is that the use of
balanced samples of defaulted and surviving firmay garry a risk of arti-
ficially increasing the efficiency of the model. Hewski (1984) has
proved that "(...) group error rates are associatgld sample frequency
rates and provide at least a partial explanatioriffe divergent distressed
firm error rates reported in previous financialtdiss studies". Apart from

% Note, this accuracy ratio is different from prawty mentioned accuracy rates (two
versions) even if the share the same acronym AR.

4 Gini Coefficient or Mann-Whitney Statistics aresjifew examples. It is also possible
to look at a specific region of the ROC curve rattiian at the whole curve and compute
partial AUC only.
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this choice-based sample bias, he described a easaf@ction bias result-
ing from the selection of a complete data sampleompany with financial
problems is clearly more likely to have incompldédaset.

Finally, if the predictive efficiency of any modelto be taken seriously,
it is out-of-sample precision that should be quaied subsequently com-
pared to the (out-of-sample) precision of other el@dParadoxically, we
may be here somewhat too optimistic. Out of dozgfngapers, we have
reviewed, only around half do it. For example, hgvadmitted that the
comparison between various models would requirghfrdata, Ohlson
(1980) fails to provide out-of-sample validationedto lack of data. He
went on to explain that it should not matter asMas “not indulging in any
data dredging” (sic!) (p. 126). Even when performigds not clear how
exactly the out-of-sample testing was done (e.gin8tay, 2001). It mat-
ters as there are many different out-of-sampledasibns procedures: e.g.
“matched” vs. random, the same vs. future periad ktis by no means
clear what the pros and cons of these proceduees ar

To summarise, we are concerned that because efetitf default defini-
tions, different prediction power measures, différgample selection pro-
cedures and the lack of out-of-sample validatidhe, comparison of the
predictive power of different default models idestist dubious. Indeed, one
can even claim the models compared are, usingahgubge of Feyera-
bend, simply incommensurable. Despite this, thepaymon between the
predictive power of models, typically estimatedhtite help of small sam-
ples, based on predominantly corporate financi@sais still very popu-
lar. We brand such an attitude — the populatiomotlels paradigm. In the
next section, we propose an altogether differenthotological approach
to the default research.

Research methodology

We believe our research proposal offers an altenaind potentially very
rewarding approach. In contrast to the populatibmodels paradigm, our
methodology, referred to as the model of populattmmsists in the estima-
tion of one model for the largest dataset of congmpossible, ideally both
listed and non-listed. To do it successfully, weeind to use an extensive
database of Polish firms and diverse sources afrimmezzo and macro)
data used as predictors. Instead of focusing onmtAgimization of the
prediction power, our research is aimed at quantfythe incremental
change in the model accuracy. Thanks to some ecetnignools, we hope
to be able to 'switch' between different subsetmfafrmation and hence
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capture their marginal contribution. It is margimaedictive efficiency of
the model, conditional on the data set used, rdktizgr the maximization of
a prediction rate that matters here. In short, mtenid to measure infor-
mation capacity of different data within one modather than compete
with other models on the overall accuracy.

In the relevant literature, evidence is providedtfe notion that the de-
fault forecast prediction power increases aftet@eaelevant information is
included, cf. Chava and Jarrow (2004), Lang andz$1992), Shleifer and
Vishny (1992), Opler and Titman (1994), Maksimowsitd Phillips (1998)
and Berkovitchet al (1998). Btawat (2015) shows that in the emerging
market context, after company specific variables aroperly redefined,
financial data quality and hence their informat@@pacity improves. Add-
ing even textual information can improve the moddlis is also true for
highly developed markets where inclusion of adddio (non-financial)
information improves default forecast predictionygo. As Bhimaniet al.
(2013) show even non-financial information from ga@my surveys can be
valuable.

In the future we also plan to use extensive fir@naccounting data
with an emphasis on input that is more likely tonenipulated by the firm
in the face of financial troubles. Macroeconomidadaiill include e.g.
GDP, investments, exports, exchange rates, rigkifierest as well as peer
sector default probability rates and other indicag. oil prices. Howev-
er, what will eventually distinguish our datasetsiis the extensive use of
the data on the firm's competitive position andaattveness of the market
in which it operates. Two firms characterized bgntical financial indica-
tors, but with different strategic positioning, @@ipe in a completely dif-
ferent situation as far as default risk is conceértr this reason, we plan
to construct the in-house developed Index of Mavkttactiveness and
Index of Competitive Strength. The data requirell bé secured from the
survey and subsequently refined via face-to-fatanirews with executives
— the process that may take time to complete, buhses to deliver val-
uable feedback in the future. By using various sesirof information, the
model is hoped to be useful even when the qualfityooporate financial
data (for non-listed companies in particular) ismpo

To sum up, the ultimate objective of the studyoisteate a single uni-
fied default forecasting platform (ideally for bottsted and non-listed
firms), which, in addition to corporate financiaférmation, would include
data on firm's mezzo (sector level) and macro enmrent. Nominal levels
of input as well as their dynamics are expectedeased as independent
variables (Duart al, 2012). The model will be a multi-period one tsat
we should be able to see not only the events autlefout the whole pro-
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cess of approaching (or avoiding) it. We belieua, approach, although far
from trying to create a theory of default, may explthe importance of
various sources of information, and thus move oseal to understanding
the very causes of default. This may ultimatelyphed move away from the
research on bankruptcy to a broader theme of finhdistress as postulat-
ed by Platt and Platt (2002).

The corporate financial information is sourced franteading business
information provider Coface Poland Credit ManageimBarvices The
database covers some 116,000 individual annuardeocon over 15,000
companies (joint stock companies, private limitedility companies, part-
nerships limited by shares) spanning from 2006-201%he future, we also
intend to make use of some 42,000 interim (quaremd half-yearly, spar-
ingly of other frequency) records available in ttea-base. Only compa-
nies maintaining comprehensive bookkeeping, witteast 10 employees,
with annual sales of at least the equivalent ofréli2 (in 2006) are includ-
ed. Firms declaring financial activity as their mdbcus (section K in
Polish Industry Classification, or PKD) are excldd&he data provided by
Coface originate either from the National Court Reg (KRS) or is col-
lected by Coface via direct surveys. The databaskides information
about 35 different KRS-registered categories ofllegctions related to
different debtor protection schemes recognized wutite Polish law, in-
cluding notions filed and court decisions taken apeditor arrangement,
recovery, bankruptcy and reorganization. The defiefinition followed in
this project covers court decisions to open thevedmentioned proceed-
ings or dismiss a creditor arrangement proceeditigm on the grounds of
insufficient debtor’'s net worth. The very momentdaffault will be back-
tracked to the date of filing the notion initiatingespective court-approved
proceeding.

The macro and financial market data are taken fi@rCentral Statisti-
cal Office of Poland (GUS). When listed companies iategrated into the
system at a later stage, data are planned to reesbérom the Warsaw
Stock Exchange (GPW) and the OSIRIS database cethpy Bureau van
Dijk. Some computational results will be also congoband tested against
probabilities of defaults datasets provided by @r&ksearch Initiative,
Risk Management Institute, National University afigapore.

The model is based on a double stochastic procéhsmulti-period
prediction horizon up to 3 periods (cf. Duffeg al, 2007; Duaret al,
2012). Ani-th firm'’s life is governed by a set of independédouble sto-

5 The database was financed by the National Sci€etgre (NCN) as the part of the
OPUS 9 project “The Quality and Scope of Informatio the Context of Corporate Default
Prediction”.
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chastic Poisson processes with their own stochexténosities. Every inten-
sity is a function of some state variabkés We distinguish between de-
fault, with the stochastic intensi¢;, and other exit (of dissolving, M&A
etc.), with the stochastic intensity, — both only known at or after tinte
For the company to survive any periad= [t,t + ] the probability
equals:

t+T
PS = Et I:e_ft (liu+aiu)du:|’ (1)

and the probability of default in periad= [t,t + t], having survivedu,
equals:

t+t [Ty, .
P, = E, [ft Tem )k @m”tu)duaisds]. )

We let the dependence of default or other exitriyekénd of function of
state variableX;; as long as they are nonnegative and the defaelsity
(at the future time) A;; = f;:(7) is no greater than the combined other exit
intensitya;; = g;:(7):

fie(T) = ePo@+B1(Dxit,1+PB2(DXit 2+ Bre(DXie A3)
and
git (@) = fir (x) + eBo(@+B1(Dxit,1+B2 (it + Bre(TXitk (4)

Following Duanet al. (2012), we do not specify the dynamics of the
state variabl&;;. In this sense, the model resembles the modeléfieDet
al. (2007) as long as = 0, it is when the forward intensity is equal to the
spot intensity.

At some stage, the model is hoped to be fed witlrtqdy data even
though financial data on non-listed firms tendbeécannual. Frequency will
be increased using regression featuring listedsfimmd macro data (cf. Kim
et al., 2012). Modelling the impact of unobservable abies will be done
using Duffie and Lando (2001) and Frey and Schr2f09). The data
collected and processed will be cleaned up andonired when necessary
(cf. Chamberst al., 2000).

Backward selection of predictors will be performagdorithmically, but
the final decision which variables are selected bel taken after a careful
analysis of the model content. (cf. Btawat, 201EnT& Yu, 2013; Sjos-
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trand, 2005). Some variables may be positionecklation to the sector
median. During every loop, selection results wdl fecorded in terms of
values of critical benchmarks. Maximization of pdedog likelihood func-
tion is the main principle, but several other crége.g. the p-value, statis-
tical significance, will also be adopted. Stabildl/the model over longest
time possible, with minimum p-value jumps, and tomsistency of esti-
mated coefficients’ signs with the theoretical feamork will also be ob-
served. In the next step, macro indicators willfmuded. Necessary steer-
ing dummy variables, critically important to enall@itching and testing
the model in different configurations of variablesl| be added. In order to
assess the model predictive power, accuracy rdtibeonumber of fore-
casted defaults to the actually observed onesheiltomputed. Type 1 and
type 2 errors will be appraised together with Selleglter tests for normali-
ty against symmetric alternatives (cf. Spiegelmali®77; 1986). Finally,
the traffic light test (cf. Coppere al., 2007) will diagnose the relevance of
our model for practitioners. Most of the analysesfqrmed during model
development and refining, will be in-sample typdiwed by out-of-
sample tests.

Results

Below, we present our preliminary empirical resulising a double sto-
chastic Poisson process-based model, estimatedtitthelp of Matlab
environment, we receive multi-horizon default potion fort =0, t = 1,
and t = 2. At this stage, only annual data over72@014 on a large num-
ber of Polish non-listed companies, supplementethlgro information, is
used. 2006 and 2015 are eliminated due to low tyuatid/or use of varia-
ble differences. To bring outliers into the franmestead of winsorizing,
which would result in the loss of already sometirpatchy data, we opted
for the use of hyperbolic tangent sigmoid curvengfarmation. Table 1
describes the number of complete data companidésyesae. It ranges from
12,011 in 2014 to 14,834 in 2010. The number ofkhgt companies is
252 over the entire period.

We use five groups of micro financial ratios: lidy, profitability, ro-
tation, leverage and size. Each group is repredditdwo different ratios.
Their definitions are in Table 2. In addition, faNing Duan (2012), each
financial ratio is represented by two forms — lavahd trends. Macro data
are represented by GDP (nominal), gross investraardsexports growths.
To summarize, we first estimate 3F (21) different models using all sub-
sets of five micro financial ratios groups to sel@iclt micro information
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matters most. Then we add macro data and finaliglchf the addition of

micro data trends adds anything. As a result, viienate as many as 124
models and observe how switching between the diffegroups of data
affects the model prediction power. The simple geam accuracy ratio
— understood as AUC — resulting from the switchesMeen the models
is for now our major metric used.

The choice of both micro and macro variables & $kage is quite arbi-
trary but, as emphasized before, pushing for tighdst prediction is not
our goal. Still, we believe the choice is well adad and representative to
serve its purpose — gauging the marginal controutbf different data
sets.

Our best model which features both the full semafro financial ratios
and macro data, i.e. micro & macro model, prod@mesiracy ratio of 0.92
for t = 0, which, given rather poor quality of déta non-listed companies,
is more than satisfactory. The accuracy drops py5to 0.87 for t =1 and
by another 6 p.p. to 0.81 for t = 2, one and twargerior default respec-
tively (see Figure 1). The drop in prediction powertime goes on is robust
across all models. The drop in accuracy is on @eetd p.p. for all the
models, with 4 p.p. credited to the first year @nulp. to the second.

Table 3 summarizes the most relevant results ofstwdy. The best
model beats the one with the liquidity informatialone, i.e. the liquidity
model, only marginally inter alia. Profitability @asstand-alone predictor is
a bit worse than liquidity. The addition of otharancial ratios, i.e. on rota-
tion, leverage and size adds merely 1-2 p.p. taracyg ratio. This result
goes against the Altman-motivated research wheqredity (or profitabil-
ity) is just a component of overall score. Althougitr conclusion merits
closer attention, the result is robust acrosshallmodels. Only when macro
data is missing — just like in the case of Altmamsdels — some evi-
dence exists that profitability ratios do have som&rginal information
capacity above what is offered by liquidity — amy ratio increases from
0.77 for the liquidity model to 0.80 for the modeith both liquidity and
profitability, see Table 3.

Macro information seems to be pivotal. Not only sliterender redun-
dant all other information than liquidity (or altettively profitability), but
the very size of its marginal contribution is ratbeg — the increase in the
accuracy ratio ranges from 9 to 13 p.p. (see Tahldhe result is more
than robust across all models estimated. Actutliy average increase is as
big as 16 p.p. for botht =1 and t = 2, and 13 fopt = 2. This probably
results from the fact that the models quoted inl@&@have the highest
predictive power among all the models. Poorer imfation on micro is
hence substituted by macro data. Figure 2 illustrétte pivotal role played
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by the information on liquidity (the lowest curva) the one hand and mac-
ro environment (the highest curve) on the other.

Surprisingly, the best model described above datsnelude the in-
formation on the trends in micro variables. We smenewhat puzzled by
this outcome which we believe may result from pquoality of data, i.e.
each missing value eliminates two rather than exerd (as in the case of
the levels). The result is again consistent acnesst models, the only ex-
ception being models with initially low predictiypower — the addition of
trends is then a bonus. There is also some evidératehe inclusion of
trends in micro data is a proxy for the inclusidmm@cro data. The analysis
of the importance of the differences (trends) \@ea deserves a closer
look in the future.

Conclusions

Although it is corporate default forecasting thathe field of our research,
we do not focus on the forecasting accuracy butherinformation used in
the forecasting process. In particular, we focughenanalysis of how the
scope and quality of information used influencedbéault forecast predic-
tion power. Marginal contribution of different imfoation sets to predict-
ing defaultis what in our opinion ultimately matie Reaching close to
100% forecasting accuracy, which can be relatieggily achieved with
the use of advanced econometric techniques andtis@t modelling in
large data sets (in the test sample in particular)herefore not our goal.
Although a skilful design of a model, employing inwariables significant-
ly broadening the information set used, will byeifsncrease the prediction
power, such an increase will be a by-product ratien an objective of the
approach.

Our preliminary results are encouraging. The Duaalehworks in the
context of Polish big data-set of non-listed conipsarhence poorer quality
information, quite well, producing accuracy ratio0m2 for t = 0, 0.87 for
t =1 and 0.81 for t = 2. The information on firniiguidity (or profitability
as its “substitute”) is shown to possess highepaady to predict default
for all time horizons. Moreover, we demonstratet tivaen liquidity (or
profitability) data is collected, most of other soes of micro data seems
redundant. This stands in clear contrast to then&dt tradition of model-
ling. We also document the pivotal role of macrfmimation. The inclu-
sion of macro data improves the predictive poweminre than 10 p.p.
Wherever there is any semblance of significancetbér than liquidity
information, it vanishes altogether the moment matata is added. Macro
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information seems to act as a substitute for ther goality of the data for
non-listed firms. We plan to verify this conclusiaha later stage for listed
companies and the conjecture that the effect willieaker. We are some-
what puzzled by our preliminary finding that thelirsion of trends in mi-
cro data, in contrast to static levels of financalos, adds little. After all,
default is more a process rather than an event iarits more detailed
analysis in the future.

Ultimately, we hope to be able to construct one ehdor all listed and
non-listed firms which — on top of the informatiosed here — will in-
clude the information on firm's strategic positiogi and competitive
strength. We also hope to integrate patchy, yerméation-rich, quarterly
data into the system. We concede the task is amubitiGiven the sample
size and the extensive dataset of micro, mezzopaawo information, the
model to be estimated may yet prove too difficoltyteld unambiguous
answers (due to the inadequacy of e.g. model spatoifn, variables defi-
nitions, estimation procedures, quality of dataeegly for non-listed
firms etc.). Our preliminary results, based on sob%000 companies,
make us believe the challenge is worth taking thoag the switch in the
mindset, moving away from small models and intedelaccuracy com-
parisons, typical of the population of models payaxq towards the study
of marginal contribution of information used, iméi with the model of the
population paradigm, should eventually prevail.
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Annex

Table 1. The sample size

Number of firmsin the sample

2007

2009
2010
2011
2012
2013
2014

12.753
13.690
14.641
14.839
14.666
14.637
13.637
12.011

Table 2. Micro financial ratios

Group of ratios

Ratio

Liquidity Short-term financial assets/ total assets
Current assets/ current liabilities
Profitability EBIT / net sales
Net profit/ total assets
Rotation Net sales/ total assets
Net sales/ short-term receivables
Leverage Net debt / EBIT
Net debt / equity
Size Total assets
Net sales

Table 3. Accuracy ratios for different sets of micro data

L evels of micro data

Level of micro data
& macro data

Level of micro data
& macrodata &

trends
Micro data t=0 t=1 t=2 t=0 t=1 t=2 t=0 t=1 t=2
Liquidity only 0.77 0.73 0.69 0.90 0.86 0.80 0.88 0.85 0.79
Liquidity &
Profitability 080 077 071 091 087 08 09 084 080
All micro 0.82 0.77 0.72 0.92 0.87 0.81 0.91 0.84 0.70




Figure 1. ROC curves for the micro & macro model (no trends) andt =0, 1, 2
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