
Przegląd Statystyczny. Statistical Review, 2022, vol. 69, 2, 1–19 DOI: 10.5604/01.3001.0016.0363 
Received: 12.07.2022, revised: 12.09.2022, accepted: 25.09.2022 
  

Do mixed-data sampling models help forecast liquidity  
and volatility? 

Barbara Będowska-Sójka,a Agata Kliberb 
 
Abstract. This paper aims to contribute to the existing studies on the Granger-causal 
relationship between volatility and liquidity in the stock market. We examine whether liquidity 
improves volatility forecasts and whether volatility allows the improvement of liquidity 
forecasts. The forecasts based on the mixed-data sampling models, MIDAS, are compared to 
those obtained from models based on daily data. Our results show that volatility and liquidity 
forecasts from MIDAS models outperform naive forecasts. On the other hand, the application of 
mixed-data sampling models does not significantly improve the performance of the forecasts 
of either liquidity or volatility based on a univariate autoregressive model or a vector-
autoregressive one. We found that in terms of the forecasting ability, the VAR models and the 
AR models seem to perform equally well, as the differences in forecasting errors generated by 
these two types of models are not statistically significant. 
Keywords: liquidity, volatility, effective spread estimator, MIDAS 
JEL: G12, G15 

1. Introduction 

Volatility and liquidity of the financial instruments are the core concepts in 
empirical finance. The first is usually defined as the statistical measure of the 
dispersion of returns for a given security, while the second is described as the ability 
to buy or sell an asset immediately at a low cost without affecting the asset’s price 
significantly (Pástor & Stambaugh, 2003). Volatility and liquidity share some 
common features: both are unobservable, difficult to estimate and time-varying. 
There is no simple answer to the question what the best proxy for either volatility 
(Andersen et al., 2007) or liquidity (Díaz & Escribano, 2020) is. Here two approaches 
are commonly applied: volatility and liquidity measures are based either on data of 
the same frequency (e.g. daily measures based on daily data) or on data of higher 
frequency (e.g. daily measures based on intradaily data) (Ahn et al., 2018;  
Andersen & Bollerslev, 1998). Generally, measures based on higher-frequency data 
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should be more informative, as the set of information is more comprehensive (Giot, 
2005). However, such data are usually expensive and therefore not available for all 
investors. The time-varying feature was exhaustively examined both in the case of 
volatility (Faff et al., 2000) and liquidity (Liang & Wei, 2012). As such, these 
variables are also difficult to predict. 
 The aim of the paper is to examine two issues. Firstly, we investigate whether 
information on the past liquidity can improve volatility forecasts, and vice versa – 
whether data on previous volatility can improve liquidity forecasts. Secondly, we 
consider the application of mixed-frequency data by comparing the accuracy of 
forecasts from mixed-data sampling models, MIDAS (Ghysels et al., 2004), to those 
which use variables in one frequency only. For the latter, we consider vector 
autoregressive (VAR) models with the other variable as the regressor, and simple 
autoregressive (AR) models without any additional variables. We examine which 
method, the one employing mixed-frequency data or the one applying one-
frequency data only, generates better results in terms of out-of-sample volatility and 
liquidity forecasts. 
 We employed a dataset from the European emerging market, the Warsaw Stock 
Exchange (further: the WSE), which was a sample of 118 stocks listed on this market 
and observed over a period of eight years. Such a forecasting exercise requires 
liquidity and volatility measures that could be obtained for a low (daily) and high 
(intradaily) frequencies. Thus, volatility in our approach was approximated by  
a realised variance (Andersen et al. 2006), while liquidity was calculated as the 
quoted effective spread of Chung and Zhang (2014). The former measure is 
identified in the literature as a good proxy for volatility (Andersen & Bollerslev, 
1998), and the latter for liquidity (Fong et al., 2017; Ma et al., 2018). 
 The main result of the study was finding no advantage in using MIDAS models. 
Models based on daily data only, such as univariate AR or bi-variate VAR ones, 
performed better than the more complicated AR_MIDAS ones, where mixed 
frequencies were applied. There was no distinction between the AR and the VAR 
models – both were performing equally well within the forecasting framework. 
Among the specifications considered, the MIDAS model outperformed only the 
naive approach. 
 The remaining part of the paper is organised in the following way: Section 2 is 
devoted to the literature review on the dependency between volatility and liquidity, 
Section 3 describes the sample and variables used in the study, Section 4 shows the 
research methodology, Section 5 presents empirical results, and Section 6 sum-
marises and concludes the study. 
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2. Literature review 

The literature shows that volatility and liquidity are interrelated. Chordia et al. 
(2001) found that aggregated liquidity is influenced by recent market volatility, 
among other factors. Rösch and Kaserer (2014) showed that liquidity increases in the 
time of market downturns, while Yeyati et al. (2008) described the ‘spiralling fall’ 
effect, which manifests itself in lower liquidity when stock market returns decrease 
rapidly and volatility is higher. The faster the market falls, the less liquidity there  
is. Brunnermeier and Pedersen (2009) showed that higher volatility tends to increase 
illiquidity, because financial intermediaries reduce their activity in volatile times. Ma 
et al. (2018) found the dependence between stock market volatility and trading 
activity, namely as the market becomes more volatile, the trading volume decreases. 
 Another current in the literature focuses on the causal relationships between 
liquidity and volatility. There is evidence for a one-direction or bi-directional 
causality in different stock markets (Będowska-Sójka & Kliber, 2019; Hautsch & 
Jeleskovic, 2008; Hiemstra & Jones, 1994; Gold et al., 2017). According to the 
causality definition, if one time series is a Granger cause for another, it improves the 
latter’s forecasts (Ong, 2015). Therefore it seems that combining volatility and 
liquidity in the forecasting framework and using one of them when predicting the 
other might be effective. 
 This study is the extension of the previous research by Będowska-Sójka and Kliber 
(2019). That former research also pertained to the WSE and showed that there was  
a causal relationship between volatility and liquidity and vice versa. Moreover, it was 
demonstrated that liquidity reacted differently to the increase and the decrease in 
volatility, and likewise volatility – it was affected to a different extent by the rise and 
the decline in liquidity. A natural extension of that study would be to find out 
whether the causal relationships are strong enough to be useful in forecasting. 
Moreover, intraday data seems to be more relevant, as it brings more information 
about the market than the daily data. Here a question arises whether additional 
information is useful in predicting the aforementioned measures. 
 As already mentioned, to address the above issues, we first estimated and then 
generated volatility and liquidity forecasts from the following models: the MIDAS, 
the VAR and the AR. In the literature, the MIDAS model is successfully used to 
describe the dynamics of macroeconomic variables. For instance, Smith (2016) and 
Maas (2019) used the MIDAS model to successfully nowcast the unemployment by 
means of Google-search data as a high-frequency regressor. There is evidence that 
the MIDAS regression outperforms other models in predicting GDP (Ferrara & 
Marsilli, 2013; Kim & Swanson, 2018; Tsui et al., 2018). Also Andreou et al. (2010) 
found that using regressions with differently-sampled data improved the forecasting 
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ability of the empirical economic growth. Other authors showed that incorporating 
mixed-frequency data to inflation modelling had promising results. Breitung and 
Roling (2015) demonstrated that the commodity price index is a useful predictor of 
inflation rates 20–30 days ahead, and Monteforte and Moretti (2013) found that the 
inclusion of daily variables from the financial market in the model of monthly 
inflation helps to reduce forecast errors. 
 Many researchers also proved that the MIDAS model could be successfully 
applied to both modelling and forecasting of the financial-market data. Although in 
the MIDAS-GARCH approach (Engle et al., 2013), the high-frequency volatility is 
modelled with low-frequency data, as e.g. economic indicators (Asgharian et al., 
2013; Engle et al., 2013) or other regressors of lower frequency (Ma et al., 2019), 
there have also been attempts to model the daily volatility with intradaily data. Such 
a mixed-data sampling approach was applied to volatility prediction by Ghysels et al. 
(2006), who used high- and low-frequency data to forecast volatility. Their model 
allowed the improvement of forecasts by 30% compared to the benchmark model. 
Further, Santos and Ziegelmann (2014) juxtaposed several multi-period volatility 
forecasting models from the MIDAS and the HAR families in order to forecast the 
future volatility of the BOVESPA index. They concluded that regressors involving 
volatility measures robust to jumps are better in forecasting the future volatility – 
which corroborates the findings described in Ghysels et al. (2006) – and that the 
relative forecasting performances of the three approaches are comparable. 
 To our best knowledge, there have not been so far any such attempts when 
liquidity and volatility were forecasted. There is still no evidence whether the 
incorporation of high-frequency measures of volatility (or liquidity) is helpful when 
forecasting liquidity (or volatility) in daily frequency. The presence of causality 
between volatility and liquidity justifies such experiments. 

3. The description of the dataset used in the study 

3.1. Data source and sample description 

The sample duration extended from January 2009 until December 2016. The stocks 
included in the sample were constantly listed on the WSE throughout this period. 
The final sample consisted of 118 stocks well-established in the market and with  
a relatively long history of listing (the full list is available from the corresponding 
author upon request). We used high-frequency data from the database constructed 
on the basis of data offered directly by the WSE. 
 As the original source were tick-by-tick data, they had to be pre-processed. The 
procedures described in Barndorff-Nielsen et al. (2009) were applied, which made it 
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possible to control for outliers, multiple or missing records, and other incidents that 
might occur in high-frequency datasets. Then the filtered tick-by-tick data were 
aggregated into equally-sampled 10-minute, 30-minute, and 60-minute data. Thus 
we received eight years of data for 118 stocks with four different frequencies: three 
intraday and one daily. 

3.2. Volatility and liquidity proxies 

As volatility and liquidity are unobservable, we used non-parametric measures to 
calculate the daily and intradaily estimates. The choice of the proxies was based on 
the fact they were relatively easy to calculate and it was possible to obtain the 
estimates in different frequencies: daily and intradaily. Volatility was proxied by 
realised variance (RV), and calculated as (Andersen et al., 2007): 
 

 𝑅𝑅𝑅𝑅𝑡𝑡 = ∑ 𝑟𝑟𝑖𝑖,𝑡𝑡2𝐼𝐼
𝑖𝑖=1 , (1) 

 
where 𝑅𝑅𝑅𝑅𝑡𝑡 is a daily realised variance in day 𝑡𝑡, 𝑟𝑟𝑖𝑖𝑖𝑖 is a log return in interval 𝑖𝑖 (e.g.  
10-minute), and 𝐼𝐼 is the number of intra-daily periods within a day. The realised 
variance is one of the estimators of volatility that are most frequently used 
(Andersen & Bollerslev, 1998; Fuertes & Olmo, 2012; Laurent & Violante, 2012). 
 
 Out of various liquidity proxies, we chose the closing quoted spread, CQS, of 
Chung and Zhang (2014). The following formula was applied: 
 

 𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡 = 𝐴𝐴𝑡𝑡 −𝐵𝐵𝑡𝑡
0.5(𝐴𝐴𝑡𝑡+𝐵𝐵𝑡𝑡)

 , (2) 
 
where 𝐵𝐵𝑡𝑡 and 𝐴𝐴𝑡𝑡  were the bid and the ask prices, respectively, at the end of a given 
day t. Various studies showed that the CQS is the best proxy for unobserved liquidity 
(Chung & Zhang, 2014; Díaz & Escribano, 2020; Fong et al., 2017). 
 
 We also calculated these two measures in the high-frequency setting: the realised 
volatility were the squares of intradaily returns in a given sampling frequency, while 
the quoted effective spread was calculated on the basis of the last bid and ask price 
within a given time interval (e.g. 1 hour). 
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4. Methodology 

4.1. The MIDAS model 

We used the following notation: 𝑦𝑦𝑡𝑡  was a dependent variable representing a low- 
-frequency process and sampled at daily frequency while 𝑥𝑥𝜏𝜏 was an explanatory 
variable sampled in high frequency. For 𝑥𝑥𝜏𝜏, we considered three distinct cases:  
a 10-minute, a 30-minute, and a 60-minute frequency. Please note that 𝐵𝐵𝑦𝑦𝑡𝑡 = 𝑦𝑦𝑡𝑡−1 
and 𝐿𝐿𝑥𝑥𝜏𝜏 = 𝑥𝑥𝜏𝜏−1 were the lags of the low-frequency and the high-frequency 
processes, respectively. It was assumed that for each low-frequency period 𝑡𝑡 = 𝑡𝑡0, we 
observed high frequency process 𝑥𝑥𝜏𝜏

(𝑖𝑖) at 𝑚𝑚𝑖𝑖 ∈ 𝑁𝑁 intervals: 𝜏𝜏 = (𝑡𝑡0 − 1)𝑚𝑚𝑖𝑖 + 𝑗𝑗,  
𝑗𝑗 = 1, … ,𝑚𝑚𝑖𝑖 . 
 Since the session schedule within our sample period changed three times, we 
choose to consider records from 9.00 a.m. to 4 p.m. Due to some irregularities in the 
data, and in order to conveniently define equally sampled series, we had to skip the 
first observation, when data was sampled at the frequency higher than 1 hour. For 
10-minute data, the first observation was made at 9.10 a.m., while the last one was 
recorded at 4 p.m. Thus we have 𝑚𝑚1 = 42 observations of the high-frequency 
process, and 𝜏𝜏 = 0, … , 42. When 𝑥𝑥 was sampled at a 30-minute frequency, the first 
observation came at 9.30 a.m., while the last one was made at  
4 p.m., thus: 𝑚𝑚2 = 14 and 𝜏𝜏 = 0, … , 14. Finally, when 𝑥𝑥 was sampled every  
60 minutes, the first observation came at 9:00 a.m., while the last one was made at  
4 p.m., so 𝑚𝑚3 = 8 and = 0, … , 8. In each of the above cases, there was only one 
observation per day for the low-frequency process. 
 The MIDAS model can be written in a compact form as (Ghysels et al., 2016): 
 

 𝛼𝛼(𝐵𝐵)𝑦𝑦𝑡𝑡 =  𝛽𝛽(𝐿𝐿)𝑇𝑇𝐱𝐱𝑡𝑡,0 + 𝜖𝜖𝑡𝑡, (3) 
 
where: 
𝛼𝛼(𝑧𝑧) = 1− ∑ 𝛼𝛼𝑗𝑗𝑧𝑧𝑗𝑗

𝑝𝑝
𝑗𝑗=1  (low-frequency lag operator), 

𝐱𝐱𝑡𝑡,0 ≔ �𝑥𝑥𝑡𝑡𝑚𝑚0

(0) , … , 𝑥𝑥𝑡𝑡𝑚𝑚𝑖𝑖

(𝑖𝑖) , … ,𝑥𝑥𝑡𝑡𝑚𝑚𝑙𝑙

(𝑙𝑙) �
𝑇𝑇

, 

𝛽𝛽(𝑧𝑧) = 1 − ∑ 𝛽𝛽𝑗𝑗𝑧𝑧𝑗𝑗
𝑝𝑝
𝑗𝑗=1  (high-frequency lag operator), 𝛽𝛽𝑗𝑗 = �𝛽𝛽𝑗𝑗

(0), …𝛽𝛽𝑗𝑗
(𝑖𝑖),𝛽𝛽𝑗𝑗

(𝑙𝑙)�, 
𝑇𝑇 denotes transposition, and 𝑖𝑖 the frequency period. 
 
 In our study, we considered AR(1)-MIDAS models, and in each model we 
included explanatory variables of only one frequency (either 10-minute, 30-minute, 
or 60-minute). Thus, our model can be specified in an alternative form as: 
 

 𝑦𝑦𝑡𝑡 =  𝑎𝑎𝑦𝑦𝑡𝑡−1 +∑ 𝛽𝛽𝑗𝑗𝑥𝑥𝑡𝑡𝑡𝑡−𝑗𝑗𝑙𝑙
𝑗𝑗=0 + 𝜖𝜖𝑡𝑡 . (4) 
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 To estimate the model, one needs to align the high-frequency data to the low-
frequency data. The alignment is performed through the following transformation 
(Ghysels et al., 2016): 
 

 ∑ 𝛽𝛽𝑗𝑗𝑥𝑥𝑡𝑡𝑡𝑡−𝑗𝑗
𝑙𝑙
𝑗𝑗=0 = ∑ 𝜆𝜆𝑟𝑟𝑥𝑥�𝑡𝑡−𝑟𝑟 𝑞𝑞

𝑟𝑟=0 , (5) 
 
where 𝑞𝑞 ∈ 𝑁𝑁 denotes a low-frequency number of lags, and 𝑥𝑥�𝑡𝑡−𝑟𝑟 the parameter- 
-driven low-frequency aggregates (Ghysels et al., 2016): 
 

 𝑥𝑥�𝑡𝑡−𝑟𝑟 = 𝑥𝑥𝑡𝑡−𝑟𝑟(𝜹𝜹𝑟𝑟) = ∑ 𝜔𝜔𝑟𝑟(𝜹𝜹𝑟𝑟; 𝑠𝑠)𝑥𝑥(𝑡𝑡−𝑟𝑟−1)𝑚𝑚+𝑠𝑠 
𝑚𝑚
𝑠𝑠=1 , (6) 

 
 The function 𝜔𝜔𝑟𝑟(𝜹𝜹𝑟𝑟; 𝑠𝑠) is called a weighting function, and its parameter vector 𝜹𝜹𝑟𝑟 
can generally vary with each variable and low-frequency lag order 𝑟𝑟. The aggregation 
weights 𝜆𝜆𝑟𝑟 are usually non-negative and satisfy the normalisation constraints: 
∑ 𝜔𝜔𝑟𝑟(𝜹𝜹𝑟𝑟; 𝑠𝑠) = 1.𝑚𝑚−1
𝑠𝑠=0  To have the weights add to one, it is convenient to define  

a weighting function in the following form (Ghysels et al., 2016): 
 

 ∀𝑟𝑟:𝜔𝜔𝑟𝑟(𝜹𝜹𝑟𝑟; 𝑠𝑠) = 𝜓𝜓𝑟𝑟𝜔𝜔𝑟𝑟(𝜹𝜹𝑟𝑟;𝑠𝑠)
∑ 𝜓𝜓𝑟𝑟(𝜹𝜹𝑟𝑟;𝑗𝑗)𝑚𝑚
𝑗𝑗=1

,        𝑠𝑠 = 1, … ,𝑚𝑚, (7) 

 
where 𝜓𝜓𝑟𝑟(⋅) denotes some underlying function. If the latter is non-negatively valued 
and the denominator is positive, the weights (7) are also non-negative (Ghysels et al., 
2016). 
 There are various possible specifications of the underlying functions described in 
the literature: an exponential Almon lag polynomial, beta function, Gomperts, log- 
-Cauchy, etc. (see Ghysels et al., 2016 for details). Using the constraint function has 
two advantages. Firstly, it allows the reduction of the number of parameters in the 
model. Secondly, if the parameters of an underlying data-generating process follow  
a certain functional constraint, and this constraint is well-approximated by a chosen 
constraint function, the accuracy of the out-of-sample predictions can improve 
significantly – as shown by Ghysels et al. (2016). 
 In our study, we use the exponential Almon lag polynomial: 
 

 𝜓𝜓(𝜹𝜹; 𝑠𝑠) = exp�∑ 𝛿𝛿𝑗𝑗𝑠𝑠𝑗𝑗
𝑝𝑝
𝑗𝑗=1 � ,𝑝𝑝 ∈ 𝑁𝑁, (8) 

 
in its normalized and non-normalized form. The Almond polynomial is flexible and 
can take various shapes with only a few parameters (Ghysels et al., 2007). As  
a starting point for the estimation, we parametrised the constraint function in such  
a way that the newest observations had higher weights than the older ones (Almon 
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function with two parameters: 1 and –0.5). As an alternative, equal weights were 
tested. We present the lag functions in Figure 1. 
 
Figure 1. Alternative shapes of weight functions used in the MIDAS model specification 

 

Source: authors’ calculations. 

 
 There are several phases of a model selection. In each of them, we took into 
consideration all the information from the day (i.e. all eight intra-daily observations 
of the regressor in the hourly model, and 42 observations in the 10-minute model). 
We chose the optimal constraint function based on the AIC criterion. In order to 
check the adequacy of functional constraints, we performed the heteroscedasticity 
and autocorrelation robust weight specification test (hARh) (Ghysels et al., 2016).  
If a model did not pass the test, we computed the ‘unrestricted’ MIDAS model, 
imposing no constraints on the regression parameters (see: Foroni et al., 2011) for 
the comparison of the unrestricted MIDAS models with the models with the 
Almond constraints). Next, the forecasts for the chosen model were generated. Our 
preliminary research demonstrated that the best results were obtained for the  
AR-MIDAS (not the simple MIDAS), therefore we used it. As the liquidity and 
volatility measures are non-stationary, we obtained the first differences in the 
variables. In the estimation of the AR-MIDAS models and the generation of the 
forecasts, we used the following R packages: midasr (Ghysels et al., 2016), forecast 
(Hyndman et al., 2019; Hyndman and Khandakar, 2008) and highfrequency (Boudt 
et al., 2018). 

4.2. Vector autoregressive model 

In the next step, we also computed forecasts of liquidity and volatility using the 
vector autoregression (further: the VAR). The VAR model has the following form: 
 

 �
Δ𝑉𝑉𝑉𝑉𝐿𝐿𝑡𝑡 = ∑ 𝛼𝛼1𝑖𝑖Δ𝑉𝑉𝑉𝑉𝐿𝐿𝑡𝑡−𝑖𝑖 + ∑ 𝛽𝛽1𝑖𝑖Δ𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡−𝑖𝑖 + 𝜖𝜖1𝑡𝑡𝑘𝑘

𝑖𝑖=1
𝑘𝑘
𝑖𝑖=1

Δ𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡 = ∑ 𝛼𝛼2𝑖𝑖Δ𝑉𝑉𝑉𝑉𝐿𝐿𝑡𝑡−𝑖𝑖 + ∑ 𝛽𝛽2𝑖𝑖Δ𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡−𝑖𝑖 + 𝜖𝜖1𝑡𝑡𝑘𝑘
𝑖𝑖=1

𝑘𝑘
𝑖𝑖=1

 , (9) 
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where Δ𝑉𝑉𝑉𝑉𝐿𝐿𝑡𝑡 denotes the change of volatility in day 𝑡𝑡, Δ𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡 is the change of 
liquidity between day 𝑡𝑡 − 1 and 𝑡𝑡, 𝜖𝜖𝑡𝑡 is the 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(0;𝜎𝜎) term, and 𝑘𝑘 ≤ 5. Two R 
packages were applied: vars (Pfaff, 2008a; 2008b) and VAR.etp (Kim, 2014). 
 Comparing the forecasts from the VAR with the forecasts from the MIDAS 
enabled us to check whether it was better to use only daily data on volatility and 
liquidity, or daily and intradaily data. The lag length was determined on the basis of 
the AIC criterion with the maximum allowed length of the lag being 5 days. Thus, 
we assumed that the impact of the information from a period longer than a week was 
not significant for the prediction purposes. In order to maintain consistency with 
previous approaches, the length of the out-of-sample interval was 100 days. We 
generated the one-day-ahead forecasts and computed the mean absolute error, 
MAE, and root mean square errors, RMSE (Hyndman & Koehler, 2006), according 
to the following formulas: 
 

 𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑁𝑁
∑ |𝑦𝑦𝑇𝑇+𝑖𝑖 − 𝑦𝑦�𝑇𝑇+𝑖𝑖|𝑁𝑁
𝑖𝑖=1 , (10) 

 

 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑁𝑁
∑ (𝑦𝑦𝑇𝑇+𝑖𝑖 − 𝑦𝑦�𝑇𝑇+𝑖𝑖)2𝑁𝑁
𝑖𝑖=1 , (11) 

 
where 𝑦𝑦𝑇𝑇+𝑖𝑖 denotes the 𝑖𝑖-th value of the out-of-sample dependent variable, 𝑦𝑦�𝑇𝑇+𝑖𝑖 its 
forecast, and 𝑁𝑁 is the number of the out-of-sample length (in our case 𝑁𝑁 = 100). 

4.3. Autoregressive model and the naive approach 

Eventually, we investigated whether the presence of regressors in the model 
improved the forecasts. To verify this, we compared the forecasts from the  
AR-MIDAS models with those obtained by means of the simple autoregressive 
models and the naive approach. By the ‘simple AR’ we mean the models with 
autoregressive variables in daily frequency only, without the MIDAS part. The lag 
number in the AR model was determined on the basis of the AIC information 
criterion, with the restriction on the maximum length of the lag to 5 days (as in the 
case of the VAR model). The length of the out-of-sample interval was 100 days. We 
generated the forecasts for one day ahead (ℎ = 1), and computed the RMSE and the 
MAE errors. 
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5. Empirical results 

In the empirical part of the paper, we estimated two sets of models – one in terms of 
the changes in volatility, and the other in terms of the changes in liquidity: 
1. The change in the daily volatility approximated by RV is modelled as an 

autoregressive process with high-frequency explanatory variables involving 
changes in the 10-, 30- or 60-minute liquidity measured as the CQS: 

 
 Δ𝑅𝑅𝑉𝑉𝑡𝑡 = 𝛼𝛼𝑖𝑖Δ𝑅𝑅𝑉𝑉𝑡𝑡−1 + ∑ 𝛽𝛽𝑗𝑗Δ𝐿𝐿𝐿𝐿𝑄𝑄𝑚𝑚−𝑗𝑗 + 𝜖𝜖𝑡𝑡𝑙𝑙

𝑗𝑗=0 . (12) 
 

The alternative models are the VAR model with the CQS daily liquidity 
measure, a simple AR model for RV, and the naive approach. 

2. The change in the daily liquidity represented by the CQS proxy was modelled as 
an autoregressive process with high-frequency explanatory variables standing for 
the changes in volatility, proxied by the squared returns calculated in 10-, 30- or 
60-minute intervals (SQRET): 

 
 Δ𝐿𝐿𝐿𝐿𝑄𝑄𝑡𝑡 = 𝛼𝛼𝑖𝑖Δ𝐿𝐿𝐿𝐿𝑄𝑄𝑡𝑡−1 + ∑ 𝛽𝛽𝑗𝑗Δ𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑇𝑇𝑚𝑚−𝑗𝑗 + 𝜖𝜖𝑡𝑡𝑙𝑙

𝑗𝑗=0 . (13) 
 
 The following were the alternatives: the VAR model with RV calculated using data 
of the same frequency as the CQS, the AR models for the liquidity measure, and the 
naive approach. 
 We generated the forecasts from each model for each measure considered and we 
compared the forecast errors, calculated as the MAE and the RMSE. To assess the 
forecast ability of the models, in the first step we computed the ratio of the errors 
from the AR-MIDAS, the VAR and the AR to the naive errors. Additionally, we used 
the Diebold-Mariano test to verify the hypotheses that the values of the errors 
produced from the MIDAS model are smaller than the ones produced by the VAR, 
AR and the naive methods. 

5.1. Forecasting ability of volatility models 

The results of the forecasting study for realised volatility are presented in Table 1. 
The table shows the relationship between the one-step-ahead forecast errors from 
the AR-MIDAS model and the alternative approaches, i.e. the VAR model, the AR 
model and the naive approach. We considered forecasts of the volatility estimates, 
i.e. the daily RV, calculated on the basis of the 60-, 30- or 10-minute data. The 
sampling frequencies of the variables used in the models were consistent: the daily 
RV was based on the same frequency as the explanatory variables used in the 
models. With regard to the VAR models and all the sampling frequencies, the  
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out-of-sample relative forecast errors were larger than 1. It means that in all the 
cases, the forecasts obtained by means of the AR-MIDAS models were less accurate 
than those received from the VAR models. The higher the sampling frequency, the 
larger the discrepancy in the predictions observed in the case of the VAR. 
 
Table 1. Forecasting ability of the AR-MIDAS method compared to the VAR, AR  

and naive methods – realised volatility 

Comparison method Frequency of 
regressor 

Alternative model 

VAR AR NAIVE 

RMSE 60 min 113.74% 114.84% 55.89% 
30 min 116.42% 117.31% 57.27% 

10 min 123.01% 123.70% 61.58% 

MAE 60 min 110.78% 112.90% 58.25% 

30 min 114.63% 116.58% 60.20% 
10 min 120.93% 122.26% 63.85% 

Diebold-Mariano test 60 min 1.69% 0.00% 98.31% 

30 min 0.85% 0.00% 95.76% 

10 min 0.00% 0.00% 94.92% 

Note. The upper and middle parts of the table present the values of the relative errors of the prognosis 
calculated as a percentage ratio of the one-ahead forecast error from the AR-MIDAS model for volatility and 
from one of the alternative models: 1) the VAR model 2) the AR model or 3) the naive approach to the 
realised volatility value. Two types of errors are provided, i.e. the RMSE and MAE errors. The lower part of 
the table presents the percentage of cases where the forecast errors from the AR-MIDAS model were more 
accurate than the forecasts from the VAR model, the AR model or the naive forecasts. This comparison was 
performed for the MAE error on the basis of the Diebold-Mariano test. The numbers represent the 
percentage of cases where the AR-MIDAS model proved more effective than any of the alternatives. The 
results are shown separately for different sampling frequencies: 60-, 30- and 10-minute frequencies. 
Source: authors’ calculations. 

 
 When we compared the AR-MIDAS with a simple AR model without the MIDAS 
part, the results were similar. The values of forecasting errors from the AR-MIDAS 
models were definitely higher for the 10-minute data. The forecasts of daily  
RV-generated on the basis of the AR-MIDAS model were generally less accurate 
than those based on the simple AR model. 
 The results were quite opposite, however, when we compared the AR-MIDAS to 
the naive approach. In all the cases, the relative forecast errors were less accurate in 
the case of the AR-MIDAS than the naive approach. The forecasts based on the  
AR-MIDAS model were more accurate for shorter forecast horizons. Also, an 
improvement was observed in the forecast accuracy when the frequency of the 
explanatory variable was lower (e.g. 60-minute frequencies were used instead of  
10-minute ones). Thus, the AR-MIDAS model proved to have an advantage over the 
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naive method which, on the other hand, diminished as the VAR or the AR 
specification was used. 
 We also considered a different forecast error measure, i.e. the MAE, and 
examined the robustness of the results (see the middle part of Table 1). The results 
demonstrated that the VAR model allowed the generation of more accurate forecasts 
than the AR-MIDAS model. Moreover, no changes were observed in the results for 
the AR model nor the naive approach. The forecasting ability of the former is always 
higher than that of the AR-MIDAS specification, while the opposite is true for the 
latter. 
 We also applied the Diebold-Mariano test (Diebold, 2015) to compare the 
predictive accuracy and to verify whether the differences in the forecast errors 
resulting from the AR-MIDAS and those resulting from the three remaining 
approaches were significantly different from 0. We used a one-sided test where the 
null hypothesis stated that there were no differences between the two series of 
forecast errors, while the alternative hypothesis stated that the forecast errors of the 
AR-MIDAS model were less significant than those of the VAR model, AR model or 
the naive method. The test was applied to the forecasts generated separately for each 
stock and the results were averaged across the sample. The final result showed how 
often the predictive accuracy of the AR-MIDAS model was higher than that obtained 
from the remaining models in the cross section. 
 The lower part of Table 1 shows the results of the Diebold-Mariano test. We 
found that the AR-MIDAS model is more accurate only when compared with the 
naive approach. A simple AR model is always more accurate than the AR-MIDAS 
model, while the VAR model for the same horizon is almost always more accurate 
than the AR-MIDAS model. We also argue that, based on the results of the Diebold-
Mariano test for errors, there is no need to employ a mixed-data sampling model in 
this particular forecasting case. The sole application of a simple AR or VAR model 
would generate more accurate forecasts of volatility. 

5.2. Forecasting ability of liquidity models 

In this section of the paper we consider forecasts of liquidity. The upper part of 
Table 2 shows the relative forecasting RMSE. We found that in terms of liquidity 
forecasts, the VAR and AR models were always more accurate than the AR-MIDAS 
model. Similarly to the volatility forecasting, the naive approach generated less 
accurate liquidity forecasts than those obtained on the basis of the AR-MIDAS 
model in all the considered frequencies. 
 Additionally, as in the case of the volatility forecasting, we investigated the relative 
MAE errors (see the middle part of Table 2). Here the results were slightly different: 
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in most cases the errors resulting from the application of the VAR model were 
greater than those resulting from the use of the AR-MIDAS model. The only 
exceptions were the forecasts for one day in 10-minute frequencies The same results 
were obtained for simple AR models, where the relative errors were lower than 1%, 
which indicated a slight predominance of the AR-MIDAS model. As far as the RMSE 
errors were concerned, the naive approach was still less accurate than the  
AR-MIDAS model. 
 We also provide the results of the Diebold-Mariano test. The lower part of Table 2 
presents the percentage of cases where forecasts obtained by means of the  
AR-MIDAS models were of higher accuracy than the forecasts obtained by means of 
the alternative models. We found that as regards both the VAR and the AR models, 
in most cases their accuracy was higher than that of the AR-MIDAS. When the naive 
model was considered, its accuracy was in all cases lower than that of the  
AR-MIDAS. 
 
Table 2. The forecasting ability of the AR-MIDAS compared to the VAR, AR  

and naive methods: liquidity 

Comparison method 
Frequency  

of regressor 
Alternative model 

VAR AR NAIVE 

RMSE 60 min 105.49% 105.62% 58.24% 
30 min 106.06% 106.16% 57.23% 
10 min 107.89% 107.98% 58.38% 

MAE 60 min 96.22% 96.43% 57.26% 
30 min 99.13% 99.24% 56.08% 
10 min 100.42% 100.59% 56.54% 

Diebold-Mariano test 60 min 22.88% 21.19% 100.00% 

30 min 11.86% 11.02% 100.00% 

10 min 6.78% 7.63% 100.00% 

Note. The upper and middle parts of the table present the values of the relative errors calculated as  
a percentage ratio of the one-ahead forecast error from the AR-MIDAS model for liquidity and from one of 
the alternative models, namely the VAR model, the AR model or the naive approach to the realised liquidity 
value. Two types of errors are provided, i.e. RMSE and MAE errors. The lower part of the table presents the 
percentage of cases where forecast errors from the AR-MIDAS were of higher accuracy than the forecasts 
from the VAR model, the AR model or the naive forecasts. This comparison was performed for the MAE 
error on the basis of the Diebold-Mariano test. The numbers represent the percentage of cases where the 
AR-MIDAS model was more effective than any of the alternatives. The results are shown separately for  
60-, 30- and 10-minute frequencies. 
Source: authors’ calculations. 

 
 It is also worth noting that the percentage of cases where the AR-MIDAS 
outperformed the VAR or the AR models was higher when liquidity was predicted 
using intradaily volatility rather than vice versa. This indicates that the changes in 
intradaily volatility influence the dynamics of daily liquidity more often than the 
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changes of intradaily liquidity influence daily volatility. This suggests that investors 
observe the changes of prices during the day and on this basis make decisions as to 
whether to change their position in the asset. In other words – what influences the 
decision to change the position is more often the movement of prices rather than the 
interest of other market participants. 

5.3. Are liquidity and volatility self-explanatory processes?  
A comparison of the AR and the VAR models 

Research carried out to date shows that for both volatility and liquidity forecasting, 
the VAR and the AR models generate on average more accurate forecasts than the 
AR-MIDAS models. On the other hand, the latter are better in terms of forecast 
accuracy than forecasts generated by means of the naive approach. However, the 
question as to which out of the two, the VAR or the AR, is more effective in 
forecasting either volatility or liquidity, remains to be answered. 
 The ‘Volatility’ column of Table 3 presents a comparison of the forecast errors, i.e. 
the relative forecast errors from the volatility forecasts based on VAR and AR 
models. We found that, regardless of the frequency of the data and the forecast error 
measure, AR models generate a slightly lower number of errors. 
 The same approach was applied to liquidity forecasts. The results are presented in 
the ‘Liquidity’ column of Table 3. They show that all the fractions are very close to 
1%, which means that there is no significant difference between forecasts generated 
through the VAR or the AR model. 
 
Table 3. Forecast error of volatility and liquidity changes: comparison of the VAR  

and AR model 

Error type Data  
frequency 

Volatility Liquidity 

RMSE 10 min 100.56% 100.08% 

30 min 100.79% 100.07% 

60 min 101.16% 100.11% 

MAE 10 min 101.06% 100.16% 

30 min 101.81% 100.10% 

60 min 102.42% 100.21% 

Note. The table presents the percentage ratio of the RMSE and MAE forecast errors from the VAR and AR 
models for different forecast horizons. In the VAR model we take into account the lagged daily volatility 
(RV) and liquidity (CQS). 
Source: authors’ calculations. 
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 The above leads to the conclusion that in the case of volatility, the AR model 
might generate slightly better forecasts in terms of accuracy than the VAR model, 
while in the case of liquidity, the forecasts from both models are equally accurate. 

6. Discussion and conclusions  

Literature on the undertaken subject provides evidence for one-direction or bi- 
-directional causality between volatility and liquidity. The research presented in this 
paper aimed to verify whether this dependence could be used to improve forecasts of 
both volatility and liquidity. Four approaches were considered: the first was based on 
a mixed sampling of data where daily forecasts of volatility (or liquidity) were 
generated on the basis of the intraday liquidity (or volatility) measures. The second 
approach was a VAR model based on daily variables only. The two alternatives  
– a simple AR model and the naive approach – employed only previous realisations 
of the processes for which the forecasts were generated. 
 We have found that although using cross-dependency between volatility and 
liquidity has its advantages, the employment of mixed-data sampling models is not 
justified. MIDAS models provide more accurate forecasts than those based on the 
naive approach. However, in the case of volatility forecasts, both the VAR models 
with lagged volatility and liquidity and the AR models with lagged liquidity generate 
errors of lower values than the forecasts based on the MIDAS specifications. With 
regard to liquidity forecasts, there is no significant difference in forecast accuracy 
between the MIDAS models and the VAR or AR specification. Thus, the values of 
forecast errors of volatility are lower when one uses previous values of volatility and 
previous liquidity data in daily frequency only. However, the computational burden 
and the associated effort of employing the MIDAS model is much greater than that 
entailed by the simple AR or VAR model. When only the two latter are compared, 
the ratio of their respective errors is close to one, indicating that there are only 
negligible differences between both approaches. 
 Additionally, the prevalence of the VAR and AR models over the MIDAS model 
becomes even more evident with the application of higher-frequency data (e.g.  
10-minute instead of 60-minute data). Results thus produced are important for 
investors as well as risk managers who might be wondering if it is worth employing 
more advanced models that require enormous computing power. Our empirical 
study shows that in the case of liquidity and volatility forecasting, the gains obtained 
from the use of MIDAS models are rather negligible. The outcome also sheds some 
light on the behavioural aspect of investing on the WSE. Considering the fact that 
the percentage of cases where the AR-MIDAS outperformed the VAR or AR models 
was higher when liquidity was predicted using intradaily volatility than when 
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volatility was predicted using intradaily liquidity, the conclusion is that what 
influences the decision on the change of the position is more often the movement of 
prices rather than the interest of other market participants. The authors’ further 
research in this area will be devoted to examining the stability of these results by 
means of other volatility and liquidity measures. 
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