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Abstract 

The COVID-19 pandemic has had a huge impact both on the global economy and on 
everyday life in all countries all over the world. In this paper, we propose several possible 
machine learning approaches to forecasting new confirmed COVID-19 cases, including the 
LASSO regression, Gradient Boosted (GB) regression trees, Support Vector Regression 
(SVR), and Long-Short Term Memory (LSTM) neural network. The above methods are 
applied in two variants: to the data prepared for the whole Poland and to the data prepared 
separately for each of the 16 voivodeships (NUTS 2 regions). The learning of all the models 
has been performed in two variants: with the 5-fold time-series cross-validation as well as 
with the split into the single train and test subsets. The computations in the study used 
official statistics from government reports from the period of April 2020 to March 2022. We 
propose a setup of 16 scenarios of the model selection to detect the model characterized by 
the best ex-post prediction accuracy. The scenarios differ from each other by the following 
features: the machine learning model, the method for the hyperparameters selection and the 
data setup. The most accurate scenario for the LASSO and SVR machine learning 
approaches is the single train/test dataset split with data for the whole Poland, while in case 
of the LSTM and GB trees it is the cross validation with data for whole Poland. Among the 
best scenarios for each model, the most accurate ex-post RMSE is obtained for the SVR. 
For the model performing best in terms of the ex-post RMSE, the interpretation of the 
outcome is conducted with the Shapley values. The Shapley values make it possible to 
present the impact of auxiliary variables in the machine learning model on the actual 
predicted value. The knowledge regarding factors that have the strongest impact on the 
number of new infections can help companies to plan their economic activity during 
turbulent times of pandemics. We propose to identify and compare the most important 
variables that affect both the train and test datasets of the model. 
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1. Introduction and literature review 

As of the start of the second quarter of 2022, the world is still struggling with the 
outbreak of the Covid-19 pandemic. The first official case of Covid-19 in Poland was 
registered on March 4, 2020, and as of 17 December 2020 the sum of all confirmed cases 
since March 2020 was equal to 1.17 million (Ministry of Health Republic of Poland, 
2022). The predictions of the daily new infections can be very helpful in several different 
areas: the preparation of hospitals and medical services, the introduction of new 
restrictions that potentially can reduce the dynamic of the pandemic, and the plans 
regarding the future economic activity of the companies. They can also influence the 
development of vaccination programs.  

Overall, the dynamic of the pandemic occurred to be a non-trivial issue due to 
many factors that can potentially influence the number of new infections. It also causes 
the forecasting of new confirmed cases much more challenging. Therefore, 
the application of the machine learning models that can potentially deliver accurate 
predictions based on non-linear dependencies is worth researching. This paper is 
structured as follows: Section 2 discusses the applied models, Section 3 describes the 
considered datasets as well as the concept of time series cross-validation, Section 4 
discusses the results, Section 5 discusses limitations and the proposition of the future 
research, Section 6 summarizes the research.  

Many researchers have successfully applied different forecasting approaches at 
different stages of pandemic development. There were several attempts to forecast the 
dynamic of the Covid-19 outbreak with the compartmental epidemiology models: 
in Italy (Giordano et al., 2020), China, Italy, and France (Fanelli, Piazza, 2020), Japan, 
Singapore, South Korea, and Italy (Chen, Lu, 2020), China, South Korea, Australia, 
USA and Italy (Cooper et al., 2020), Nigeria (Okuonghae, Omame, 2020). The different 
variants of compartmental models are mainly the modifications of the SIR susceptible-
infected-removed model, which based on different parameters predicts the curves of 
pandemic dynamics (Kermack, McKendrick, 1927). However, these models focus 
mainly on the prediction of the whole pandemic dynamics, rather than on the daily 
changes based on the most recent data. Some studies regarding Covid-19 SIR models 
concluded that these models can be very sensitive to the assumed parameter describing 
the fraction of asymptomatic cases (Arino, Portet, 2020). The number of daily new 
confirmed cases was predicted with the ARIMA model with application to the data 
from January to February 2020 (Benvenuto et al., 2020). 

Various classes of machine learning models have been applied to the Covid-19 data: 
Support Vector Machines regression, based on the lagged values of new daily confirmed 
cases (Peng, Nagata, 2020), logistic model (Wang et al., 2020), the long-short term 
neural network model for data in Canada (Chimmula, Zhang, 2020) and in India 
(Tomar, Gupta, 2020). The studies that involved finding the countries with similar 
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dynamics of Covid-19 outbreak with k-means and hierarchical analyses have been also 
conducted (Aydin, Yurdakul, 2020). The dependence on the mortality rate associated 
with the Covid-19 outbreak and the weather conditions with machine learning models 
have been studied for the data for Italy (Malki et al., 2020). Some studies regarding 
forecasting the new Covid-19 infections pointed out the following challenges associated 
with the complex machine learning models: the small datasets of historical data 
regarding the Covid-19 pandemic (less than 150 observations) and the inclusion of the 
variables connected to the government restrictions (Ahmad et al., 2020). In this paper, 
we try to refer to both issues, by the usage of the dataset with more than 250 daily 
records of data as well as the introduction of the variables associated with government 
restrictions. There were also studies regarding the performance of different machine 
learning methods (i.e. neural networks and Support Vector Machines) on small Covid-
19 datasets (Fong et al., 2020). The cubic regression was also applied to the Covid-19 
data from China (Gu et al., 2020). In the case of the new confirmed cases in Greece, 
there was a suggested network-defined splines model (Demertzis et al., 2020). The 
attempt to estimate the unobserved Covid-19 infections with an unbiased hierarchical 
Bayesian estimator with the auxiliary variable of current fatalities has been conducted 
for North American data (Vaid et al., 2020). Besides the application of machine learning 
methods in the case of pandemic forecasting, there has been a lot of research that 
compared the performance of machine learning methods with classic approaches. 
In the case of medical applications, there is a study comparing the performance of 
Support Vector Machines and neural networks with logistic regression for the problem 
of a number of oocytes retrieved, where the accuracy of machine learning models was 
higher than for the logistic regression (Barnett-Itzhaki et al., 2020). A study focused on 
ozone concentration prediction (Jumin et al., 2020) showed that Gradient Boosted trees 
outperformed the performance of linear regression and neural network models. In the 
case of air pollution concentration (Chen et al., 2019) the comparative study of different 
algorithms showed that generalized boosted model, random forest, and bagging 
outperformed backward stepwise linear regression, Support Vector Regression, and 
neural networks. There was also a study that analyzed results from 14 different articles 
based on the Covid-19 modelling with supervised and unsupervised methods (Kwekha-
Rashid et al., 2021). The authors concluded that machine learning can produce an 
important role in COVID-19 investigations, prediction, and discrimination. 
Additionally, it can be involved in the health provider programs and plans to assess and 
triage the COVID-19 cases (Kwekha-Rashid et al., 2021). 

To sum up and compare our work with different approaches taken by the 
researchers in the above studies over Covid-19 we can differentiate the following: 
 The studies focused on compartmental epidemiology models, mainly the 

modifications of the SIR susceptible-infected-removed model. These methods aim 
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to deliver the long-term scenarios of the pandemic (i.e. 2 year horizon), based on 
strict assumptions i.e. that people who recovered from the disease are not going to 
get infected again. The goal of these models is quite different than the aim of the 
author’s study, which is short-term prediction and explanation of the auxiliary 
variables actual impact on the new daily cases. The authors of SIR models aim to 
produce realistic predictions in the long horizon. Our goal is to accurately predict 
new daily cases in a horizon of 1-7 days and point out the variables that have the 
highest impact on the actual predictions. 

 Autoregressive models taking into account solely lagged values of the new 
confirmed cases. In the following study, we include the component of lagged values 
of the new confirmed cases. Also, the additional auxiliary variables are considered 
to obtain more accurate results. 

 Unsupervised machine learning models, i.e. to find the countries with similar 
dynamics of Covid-19 outbreak. A study with similar applications could be 
conducted with the NUTS-2 regions for the whole Poland. Nevertheless, it is out of 
the scope of the proposed research, which is focused on short-term predictions and 
the explainability of different factors considered in the modelling process. 
The unsupervised methods are designed to solve problems of a different nature than 
the considered supervised machine learning models (LASSO, SVR, LSTM, and GB 
trees). 

 Supervised machine learning methods, focused on the short-term predictions of the 
new cases or similar statistics (i.e. fatalities). The research focuses on the whole 
spectrum of machine learning methods, either one or several different for 
comparison purpose. In our study we also focus on the choice of several machine 
learning methods: 

o the considered LASSO model is the linear regression with only one additional 
hyperparameter. It is the simplest among the considered methods, present to 
evaluate if the more complex methodologies significantly improve 
predictions, 

o the GB trees and SVR are the models that in different ways aim to take into 
account nonlinear relationships between variables, 

o the LSTM neural network is the most complex among the considered 
methods – an interesting aspect of the study is the comparison of the LSTM 
with GB trees/SVR and the LASSO (modified linear regression) in terms of 
stability and prediction power. 

Although we consider 4 machine learning methods, the arbitrary choice of the 
considered methods is one of the limitations of our study. Hence, additionally we 
decided to choose models from 3 different levels of complexity to obtain a satisfying 
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range of results and evaluate if more complex approaches are better than the simpler 
ones. In this paper we propose a comparison of several different machine learning 
approaches with the setup, which based on our best knowledge is not presented in the 
literature: 
 taking into consideration the complexity of the time series of new confirmed cases 

we propose different scenarios for the application of machine learning models: the 
models trained on the single train and test subsets as well as with 5-fold time series 
cross validation. The methods of different train and test data splits result 
in different hyperparameters chosen for the final model form, 

 the study aims to compare the models trained on the times series data collected 
for the whole country, with the models trained on the data collected separately for 
each of the 16 voivodeships (NUTS 2 regions), 

 studies presented in the current literature rarely compare the different machine 
learning approaches with each other when it comes to modelling Covid-19 data. 
Even if several machine learning models are proposed, the Long-Short Term 
Memory (LSTM) neural networks are not compared with other, less complex 
techniques. In this study, LSTM networks are in the scope with other methods, 

Additionally, the study aims to deliver some insight into the impact of different 
factors on the actual new confirmed Covid-19 cases. The proposed models consider 
38 variables collected from different sources. In different studies, it was analysed 
whether restrictions of movements can significantly influence the transmission of 
Covid-19 (Nouvellet et al., 2021). Therefore, the considered factors include: 
 daily weather data, 
 Covid-19 daily statistics (new confirmed cases, fatalities, tests, etc.) 
 vaccinations data, 
 Covid-19 Variants of Concern and Variants of interest data, 
 place and time indicators, 
 general policy and government restrictions, 
 Covid-19 international indexes for Poland (i.e. containment health index), 
 people mobility data. 

The impact of the different considered factors on the actual number of new 
confirmed cases is an important aspect of the studies. We aim to use explanatory 
methods of complex machine learning models to detect the most important variables. 
The explanatory method is considered for the model with the best predictive power 
among the considered scenarios. We use the idea of the Shapley values (Shapley, 1953), 
successfully applied by Lundberg and Lee (2017), to explain the impact of factors on the 
model. 
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2. Models and methods 

This study aims to predict the daily number of new infections in Poland based on 
the data from the two previous days. The compared machine learning models are Least 
Absolute Shrinkage and Selection Operator (LASSO) regression, Gradient Boosted 
(GB) regression trees, Support Vector Regression (SVR), and Long-Short Term 
Memory (LSTM) recurrent neural network. Each of these models is estimated for the 
data collected for the whole Poland as well as separately for 16 voivodeships (NUTS 2 
regions). In the case of models estimated for the voivodeships, the sum of 16 predictions 
gives the prediction for new infections in Poland. In addition, each of the models is 
estimated in 2 variants of establishing hyperparameters, which gives 16 models in total 
(assuming that the set of hyperparameters for the dataset division variants is different 
for each model). All the models are estimated with code written in Python. 

The first of the considered models is the LASSO Regression (Ranstam, Cook, 2018). 
The LASSO regression can be perceived as the modification of standard linear 
regression, which is made to reduce overfitting (the poor performance of the model on 
the dataset on which the model parameters are not trained). It also addresses the 
problem of the automated feature selection. The parameters of the LASSO regression 
are obtained by minimizing the modified error function (in this paper RMSE). 
The modification increases the value of the computed error function by as much as the 
sum of absolute values of model parameters multiplied by the hyperparameter α 
(Ranstam, Cook, 2018).  

The exact value of α is established during the model training process. In this paper 
the LASSO regression is performed with Scikit-learn Python library (Pedregosa et al., 
2011) with a function sklearn.linear_model.Lasso, where the LASSO regression 
parameters 𝜷෡ are estimated by minimization of the equation: 

                                              ଵ
ଶ௡

|ห𝑿𝜷෡ െ 𝒀ห|ଶ
ଶ ൅ 𝛼|𝜷෡|ଵ,                                                  (1) 

where 𝑛 is the number of samples based on which the LASSO parameters are estimated, 
𝜷෡ is the vector of estimated parameters, 𝑿 is the matrix of auxiliary variables from the 
sample, 𝒀 is the vector of the modelled variable from the sample, 𝛼 is a regularization 
hyperparameter with a value chosen by the researcher. 

Because of the model error modification, all the considered auxiliary variables need 
to be normalized or standardized. The standardization and normalization min-max of 
the auxiliary feature is made with the following equations, respectively: 

                                                  𝑥௜௦ ൌ
௫೔ି௫̅

ఙ
,                                                                  (2) 

                                                      𝑥௜௡ ൌ
௫೔ି୫୧୬ ሺ௫ሻ

୫ୟ୶ሺ௫ሻି୫୧୬ ሺ௫ሻ
,            (3) 

where 𝑥௜  is ith instance of the considered variable, 𝑥௜௦ is the standardized ith instance 
of the considered variable, 𝑥̅ is the mean of all instances of the considered dataset, 𝜎 is 
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the standard deviation of the considered dataset, min ሺ𝑥ሻ is the minimum value of the 
considered dataset, max ሺ𝑥ሻ is the maximum value of the considered dataset. 
The normalization min-max rescales the feature range to be [0, 1]. The mean, standard 
deviation as well as minimum and maximum values are always computed for the 
training subset. Then the values computed for the training subset are applied to the 
testing subset, which is done in order to avoid information leak between subsets. In the 
case of the LASSO regression, models with standardization, normalization min-max 
and no preprocessing of the data are tested.   

The second considered model is Support Vector Regression (SVR) (Vapnik et al., 
1994). It introduces the nonlinear relationships between the auxiliary features with the 
usage of Kernel functions (Sato et al., 2008). In this paper, the radial basis function 
kernel is considered, which can generalize the infinite-degree polynomial with the 
single hyperparameter 𝛾 ൐ 0 which controls the influence of a single learning sample 
(Peng, Nagata, 2020), given by: 

                                             𝜅൫𝑥௜ , 𝑥௝൯ ൌ 𝑒ିఊ||௫೔ି௫ೕ||మ,                                                  (4) 

where 𝜅൫𝑥௜ , 𝑥௝൯ is the radial basis kernel of samples 𝑥௜  and 𝑥௝. 
Another feature of the SVR is the specific error function minimized during the 

algorithm learning. The differences between the fitted and real values of the model are 
accounted for in the computed error only if they are higher than a certain value of 
hyperparameter ε. Therefore, the minimized function is given by (Peng, Nagata, 2020): 

                                 𝐿ఌሺ𝑦௜ ,𝑦ො௜ሻ ൌ ൜
|𝑦௜ െ 𝑦ො௜| െ 𝜀, 𝑖𝑓 |𝑦௜ െ 𝑦ො௜| ൐ 𝜀 

0, 𝑖𝑓 |𝑦௜ െ 𝑦ො௜| ൑ 𝜀
.                        (5) 

The next SVR hyperparameter is a penalty, which works similar to the α in the 
LASSO regression, but instead of summing the absolute values of model parameters, it 
takes the squares of model parameters (Hastie et al., 2008). The variables for each of the 
considered SVR scenarios are standardized. In this paper, the SVR is performed with 
the Scikit-learn Python library (Pedregosa et al., 2011) with the function 
sklearn.svm.SVR. 

The third considered model is Gradient Boosted (GB) regression trees (Friedman, 
2001). Decision tree is a very popular machine learning algorithm, which in its basic 
structure divides data many times into segments (leaves). After dividing the data into 
segments, the arithmetic mean of the response variable is determined for each leaf 
(Hastie et al., 2008). The GB algorithm is an enhanced version of the decision tree 
model. GB trees with standardization or with no preprocessing of the data are 
considered.  
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In this paper, the GB tree algorithm is performed with the XGBoost Python library 
(Chen, Guestrin, 2016) with the function xgboost.XGBRegressor. The applied GB trees 
algorithm is as follows. 
1. The subsample of the observations is randomly drawn from the train dataset, 

the size of the subsample is a hyperparameter defined by the researcher (i.e. 70%). 
2. For the subsample drawn in the previous step the decision tree is fitted with the 

CART algorithm (Breiman et al., 1984). During each following split of the single 
segment into two separate leaves, the different, randomly drawn subsample of the 
auxiliary variables is considered (i.e. 80% of variables). The subsample size is 
a hyperparameter, defined by the researcher. 

3. After the creation of a tree the fitted values ̂𝒀෡ for each observation in the train dataset 
are calculated.  

4. The fitted values are multiplied by learning rate hyperparameter 𝜂 from range ሾ0,1ሿ, 
i.e. by 0.01. The residuals of the model are calculated with the equation: 

                                                            𝒓𝒃 ൌ 𝒀 െ 𝜂𝒀෡𝒃.                                                        (6) 

5. Vector 𝒀 is replaced by the residuals obtained in the previous step: 𝒀 ൌ 𝒓𝒃.  
6. The algorithm goes back to the first step. Steps 1-5 are repeated 𝐵 times, where 𝐵 is 

a defined hyperparameter, i.e. 500. 
7. The final form of GB trees is given by: 

                                                 𝒀෡௕௢௢௦௧ ൌ ∑ 𝜂𝒀෡௕
஻
௕ୀଵ .                                                     (7) 

The fourth considered model is Long-Short Term Memory (LSTM) recurrent neural 
network (Hochreiter, Schmidhuber, 1997). Recurrent neural network is a method widely 
used in sequential data modelling (Toharudin et al., 2021). The recurrent neural network 
is an iterative method that in each iteration estimates the fitted values and additionally 
takes into consideration the values obtained with the previous iterations of the model. 
The LSTM is a modified recurrent neural network addressing some issues regarding the 
learning of the network with the backpropagation algorithm: the vanishing or exploding 
gradient (Hochreiter, Schmidhuber, 1997). The neural networks introduce complex, 
nonlinear relationships between variables by the usage of multiple neurons (the number 
of neurons is a hyperparameter) with nonlinear activation functions (the type of 
activation function is a hyperparameter). In this paper one-layered LSTMs are 
considered. In the LSTM network, two types of activation functions are used. The first 
one is typically a sigmoid function (Chimmula, Zhang, 2020), which gives an output 
in the range [0, 1] and is used for example to properly scale the output from the previous 
LSTM iteration. The sigmoid function is given by an equation: 

                                           𝑆𝑖𝑔𝑚𝑜𝑖𝑑ሺ𝑥ሻ ൌ ଵ

ଵା௘షೣ
 .                                                      (8) 
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The second one is similar as in the case of ordinary neural network and introduces 
nonlinearity to the structure. In this paper the Rectified Linear Unit (ReLU) function is 
chosen during the learning process, given by (He et al., 2015): 

                                           𝑅𝑒𝐿𝑈ሺ𝑥ሻ ൌ max ሺ0, 𝑥ሻ.                                                 (9) 
Other considered hyperparameters are: the distribution from which the weights are 

initialized (weights are the parameters of the network), the number of epochs (number of 
iterations based on which the backpropagation algorithm adjusts the weights), and the 
regularization hyperparameter. The variables for each of the considered LSTM scenarios 
are normalized with min-max normalization. The LSTM networks are built with the Keras 
Python library (Gulli, Pal, 2017) with tf.keras.wrappers.scikit_learn.KerasRegressor function, 
which is the implementation of the Scikit-learn (Pedregosa et al., 2011) regressor API 
for Keras Python library. The optimal weights of the LSTM networks are obtained with 
the usage of the adam (adaptive moment estimation) algorithm (Kingma, Ba, 2015).  

For all 4 models the hyperparameters are established based on the 692 daily 
observations. In the case of models built for voivodeships the data are extended with 
15 zero one variables indicating the voivodeship (NUTS 2 region) affiliation. In the case 
of the LSTM network, the auxiliary data from all the voivodeships for each day are 
accumulated in one data row and the output of the model for each row is a vector of 
16 fitted/forecasted values of new infections (one for each voivodeship). The modified 
structure of the data for neural network correctly reflects the time dependencies 
between the variables, which is important in the LSTM concept. 

3. Data and the split into subsets 

The modelling of the new daily official confirmed cases of Covid-19 is a challenging 
issue. During the 24 considered months of the data (since the beginning of the 
pandemic in Poland) several trends connected to the different conditions have been 
observed, which can be observed in Figure 1. 

 
Figure 1:  The dynamic of new official Covid-19 infections in Poland, data from 11th of April 2020 to 

10th of March 2022 
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Table A1 in the appendix describes all the relevant data sources and Table A2 in the 
appendix explains each of the auxiliary variables. The incidental lack of data for some 
variables for single days are linearly interpolated. In the case of a lack of data on the 
borders of the considered time series, the nearest observation is assigned to the record 
with the missing data. The data used for modelling are lagged by 1 or 7 days. The Covid-
19 data (new infections, new confirmed cases, Covid-19 variants, vaccinations) and 
weather data are lagged by one day. The general Covid-19 policy and mobility data are 
the variables lagged by 7 days because these variables are considered as additional 
conditions that affect the spread of the virus. The new infections are commonly noticed 
by affected people after a few days. For example, more strict gatherings restrictions are 
not supposed to influence the detected new infections the next day after the shift, but 
rather after at least a few days. The categorical variables are replaced by new 0-1 dummy 
variables. The official sources of Covid-19 data are connected to some limitations. Not 
all of the actual new infections of Covid-19 disease are recorded in the official statistics 
(Vaid et al., 2020). In this paper, the forecast of new confirmed cases is based solely on 
the official data from the government records. The concept of machine learning models 
is based on the division of all available data into train and test datasets. The train dataset 
is used for estimation of the model parameters and establishing the values of 
hyperparameters during the learning process. The test dataset contains samples which 
were not used by the researcher in any form during the learning process. Therefore, the 
predictions made on the test dataset allow assessing the model accuracy (Xu, Goodacre, 
2018). In order to correctly compare the different machine learning methods with each 
other, the same division into train and test datasets should be applied for each method. 
The split that is often applied for common machine learning tasks in the literature is 
the train dataset equal to 80% of the available data and the test set equal to 20% (Hastie 
et al., 2008). 

The whole dataset contains 699 records: the daily data of new confirmed cases from 
11th April 2020 to 10th March 2022 and the data for the auxiliary variables from 4th 
April 2020 to 9th March 2022. The last 7 days of data are excluded from the dataset 
based on which the hyperparameters of the models are established (4th to 10th March 
2022). The last 7 days of data are used for the evaluation of the predictive power of 
models. Therefore, the new confirmed cases based on which the model 
hyperparameters and parameters are established, are based on the period 11th April 
2020 – 3rd March 2022 (692 observations). In machine learning, the hyperparameter is 
a value that affects the learning process of the given method (Hutter et al., 2014). 
The range of tested hyperparameters is defined by the researcher before the start of the 
whole process. The values of the parameters of each model are obtained with the 
training process.  
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The hyperparameters and parameters of the models are evaluated in two stages 
(Hastie et al., 2008). Firstly, the model is learned on the given training subset: for each 
combination of the hyperparameters, the parameters of the model are established, and 
then the prediction accuracy RMSE (Root Mean Squared Error) of the forecasts is 
calculated. The applied RMSEs are given by the following equations: 

                               𝑅𝑀𝑆𝐸௖௢௨௡௧௥௬ ௟௘௩௘௟
௚௢௢ௗ௡௘௦௦ି௢௙ି௙௜௧ ൌ ට∑ ሺ௬೔ି௬ො೔ሻమ

೙
೔సభ

௡
,                                           (10) 

                                 𝑅𝑀𝑆𝐸௖௢௨௡௧௥௬ ௟௘௩௘௟
௘௫ ௣௢௦௧ ௔௖௖௨௥௔௖௬ ൌ ට∑ ሺ௬೔ି௬෤೔ሻమ

೙శ೘
೔స೙

௠
,                  (11) 

                                𝑅𝑀𝑆𝐸ே௎்ௌ ଶ  ௟௘௩௘௟
௚௢௢ௗ௡௘௦௦ି௢௙ି௙௜௧ ൌ ට∑ ሺ∑ ௬೔ೕ

ೖ
ೕసభ ି∑ ௬ො೔ೕ

ೖ
ೕసభ ሻమ೙

೔సభ

௡
,             (12) 

                                𝑅𝑀𝑆𝐸ே௎்ௌ ଶ ௟௘௩௘௟
௘௫ ௣௢௦௧ ௔௖௖௨௥௔௖௬ ൌ ට∑ ሺ∑ ௬೔ೕ

ೖ
ೕసభ ି∑ ௬෤೔ೕ

ೖ
ೕసభ ሻమ೙శ೘

೔స೙

௠
,              (13) 

where 𝑛 is the number of observations based on which models are estimated, 𝑚 is the 
number of observations for which predictions are made, 𝑘 is the number of NUTS 2 
regions, 𝑦ො௜ is modelled fitted value, 𝑦෤௜ is a forecast, 𝑦௜ is the real value. The RMSE 
indicates how the modelled values deviate from the real values on average.  

In the next step, the hyperparameters of the model with the lowest value of 
prediction accuracy RMSE calculated for the testing subset are remembered and the 
parameters of the model with the remembered hyperparameters are estimated based on 
the whole considered dataset for the model creation purpose. Then, the performance of 
the model is established based on the 7 last observations of the dataset – the 
observations that are not involved in the model creation procedure. If the 
hyperparameters of the model are chosen based on the procedure of the k-fold cross-
validation, then the dataset based on which the set of hyperparameters is established is 
divided into training and testing subsets k times. For each set of hyperparameters, the 
prediction accuracy RMSE is calculated for each of the k testing subsets (Hastie et al. 
2008). Then for each set of hyperparameters, the average prediction accuracy RMSE 
calculated on testing subsets is computed and the hyperparameters with the lowest 
average prediction accuracy RMSE are chosen for parameters estimation based on the 
whole considered dataset for the model creation purpose. There are 2 scenarios of the 
division of the dataset into training and testing subsets. The first one is the single 
division of the dataset into training and testing subsets (where 90% of the observations 
is in the training subset) and the second one is the 5-fold cross validation adapted for 
the time series problem (Bergmeir, Benítez, 2012). Given the nature of the dependence 
of the following observations in the time series, the division of the dataset into training 
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and testing subsets should not be random, but rather established in a way that the order 
of the observations is not disrupted. The two ways of the division of the dataset are 
presented in Figure 2 and Figure 3. 

 

 
Figure 2:  The division of the dataset into single training and testing subsets 

 

 
Figure 3:  The division of the dataset with 5-fold time series cross validation Method 

4.  Results 

Table 1 presents the RMSEs computed for the whole learning subset of 
692 observations and the validation subset of 7 observations. 

The model characterized by the best prediction power in terms of RMSE among the 
considered models is SVR trained with a single split of data into training and testing 
subsets and trained on the data for the whole Poland. The comparison of the real and 
predicted values for the validation subset is presented in Figure 4. 

Table 1:  Results of the models learned in different scenarios 

Model 
Training method: cross 
validation (cv) or single 
training/testing split (s) 

Data: Poland (pl) or 
voivodeships (voi) 

RMSE for learning 
subset 

RMSE for 
validation 

GB cv pl 9.1 1276.8 
  s pl 8.2 1401.3 
  cv voi 465.1 1928.2 
  s voi 455.5 1926.5 
LASSO cv pl 1688.1 1793.0 
  s pl 1662.7 1502.7 
  cv voi 2816.8 3199.0 
  s voi 2444.6 2366.7 
LSTM cv pl 215.3 2894.6 
  s pl 1519.8 3710.8 
  cv voi 847.8 4767.6 
  s voi 902.1 4957.0 
SVR cv pl 147.0 1301.9 
  s pl 780.6 1003.7 
  cv voi 617.3 1270.8 
  s voi 679.0 2522.4 

testing: 624-692training: 1-623

training: 1-117 testing: 118-232

testing: 233-347

testing: 348-462

testing: 463-577

testing: 578-692

training: 1-232

training: 1-347

training: 1-462

training:  1-577
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To maintain the consistency between the approaches considering the predictions 
for the whole Poland and for the voivodeships, the final predictions made for NUTS-2 
regions are summed-up and compared to the results obtained on the country level 
(as indicated in equations 10-13). Because the data for NUTS-2 regions are collected 
into one dataset with the voivodeship indicator, it means that models automatically 
tend to focus on the days and NUTS-2 regions with the higher number of new observed 
cases. For example, the correct prediction for an instance with 10 000 actual new 
confirmed cases for NUTS-2 region A is more important than a very close prediction 
for an instance with 50 new cases for NUTS-2 region B. Therefore, the consistency of 
the approach for analysis of the NUTS-2 regions with data on the country level is 
maintained.  We can observe that the predictions made for the whole Poland and on 
the level of NUTS-2 regions do not deviate significantly from each other for the RMSE 
for the validation dataset. The hyperparameter ranges can seriously influence model 
performance.  

 

 
Figure 4: The prediction for 7 observations from the validation dataset by the Support Vector 

Regression with the lowest ex-post prediction accuracy RMSE 

 
The mean absolute percentage error (MAPE) is given by the following equation: 

                                                𝑀𝐴𝑃𝐸 ൌ
ଵ

௠
∑ |௬೔ି௬෤೔|

|௬೔|
௡ା௠
௜ୀ௡ାଵ  ,                           (14) 

where 𝑛 is the number of observations based on which models are estimated, 𝑚 is the 
number of observations for which predictions are made, 𝑦෤௜ is a forecast, 𝑦௜ is the real 
value. The MAPEs for all considered scenarios are presented in Figure 5.  
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Figure 5: The MAPEs computed for validation dataset for all the considered scenarios 

 
The boxplots of the ex-post predictions errors for 7 values from the validation 

dataset are presented in Figure 6. They indicate if the given method is characterized by 
the overfitting or underfitting of the predicted values and also indicate if the value of 
mean error measures is caused by consistent error values or rather single outlier 
observations. 
 

 
Figure 6: The boxplots of ex-post prediction errors for the validation dataset for all  the considered 

scenarios 

 
The errors produced by SVR and GB models are the most consistent, while in the 

case of LASSO and LSTM there are several outlier observations. 
In addition to the choice of the model characterized by the lowest prediction RMSE 

we want to establish the impact of the considered factors on the actual predictions made 
by the model. We use the Shapley values to detect the variables that have the highest 
impact on the final numbers of new confirmed cases made by the SVR model 
established on the whole Poland data (with the hyperparameters choice based on the 
single train-test split of data). The idea of the Shapley values was originally proposed as 
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the concept of players’ contribution in cooperative game theory (Shapley, 1953). In the 
context of machine learning models, we assume that each auxiliary variable is a “player” 
in a cooperative game, which contribute in a certain way to the final model prediction 
(Molnar, 2022). With the Shapley values, we want to estimate how much one of the 
concrete features impacts the deviation from the average prediction. The Shapley value 
is the average marginal contribution of a feature value across all possible feature subsets. 
To compute the exact Shapley value of the 𝑗 െ 𝑡ℎ feature for a given instance of data, 
all possible sets of feature values have to be considered (Molnar, 2022). If the overall 
number of features is relatively high, the computation of the exact Shapley value is very 
time-consuming. Therefore, we use the following method to estimate the Shapley value 
for a single feature (Štrumbelj, Kononenko, 2014): 
1. We choose the number of iterations 𝑀, model 𝑓, the dataset 𝑋, single instance 𝑥, 

and the 𝑗 െ 𝑡ℎ feature for which the Shapley value is estimated. 
2. For all 𝑚 ൌ 1, … ,𝑀: 

a. we draw a random instance 𝑧 from dataset 𝑋, other than 𝑥, 
b. choose a random permutation p of all the considered features, which includes 

the 𝑗 െ 𝑡ℎ feature, 
c. generate random order of the features in a permutation 𝑝, 
d. the vectors of auxiliary features for instances 𝑥 and 𝑧 are as follow: 𝑥௣ ൌ

ሺ𝑥ሺଵሻ, … , 𝑥ሺ௝ሻ, … 𝑥ሺ௞ሻሻ, 𝑧௣ ൌ ሺ𝑧ሺଵሻ, … , 𝑧ሺ௝ሻ, … 𝑧ሺ௞ሻሻ, where 𝑘 is the total 
number of features in permutation 𝑝, 

e. re-train model 𝑓 on all the instances from the original dataset on the 
permutation of features 𝑝, 

f. we construct the two new instances of data by combining the instances 𝑥 and 
𝑧: we replace the features placed to the right of 𝑗 െ 𝑡ℎ feature in instance 𝑥, 
including or excluding the 𝑗 െ 𝑡ℎ feature from the replacement, 

g. the created instances are: 
 𝑥௣ ௡௘௪ ൌ ሺ𝑥ሺଵሻ, … , 𝑥ሺ௝ିଵሻ, 𝑥ሺ௝ሻ, 𝑧ሺ௝ାଵሻ, … 𝑧ሺ௞ሻሻ and 
 𝑧௣ ௡௘௪ ൌ ሺ𝑥ሺଵሻ, … , 𝑥ሺ௝ିଵሻ, 𝑧ሺ௝ሻ, 𝑧ሺ௝ାଵሻ, … 𝑧ሺ௞ሻሻ, 

h. we compute the marginal contribution of the 𝑗 െ 𝑡ℎ feature on the 
prediction: 𝜙௝௠ ൌ 𝑓൫𝑥௣ ௡௘௪൯ െ 𝑓ሺ𝑧௣ ௡௘௪ሻ. 

3. We compute the Shapley value for instance 𝑥 as the average marginal contribution: 
𝜙௝ሺ𝑥ሻ ൌ

ଵ

ெ
∑ 𝜙௝

௠ெ
௠ୀଵ . 

The above algorithm is repeated for all the features. In this study estimation of the 
Shapley values is performed with the Shap Python library (Lundberg, Lee, 2017). 

The importance of the given feature is computed as the average of the absolute 
Shapley values for all the considered instances. The distributions of the Shapley values 
in a form of violin charts for the ten most important features for all the instances from 
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the training dataset are presented in Figure 7. The respective information for the testing 
dataset is presented in Figure 8.  

 
 

 
Figure 7:  The distributions of the training dataset (692 instances) for the 10 features  with the highest 

average of the absolute Shapley values 

 
 
 

  
Figure 8.  The distributions of the testing dataset (7 instances) for the 10 features  with the highest 
 average of the absolute Shapley values 

 
The vertical line in Figure 7 and Figure 8 is the baseline (mean of the predictions of 

new daily confirmed cases). In the case of the training dataset the variables that have 
the highest impact on the final prediction for a given day are: new confirmed cases from 
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the previous day, new conducted tests in the previous day, new recoveries from the 
previous day, the change of active cases from the previous day, the new deaths from the 
previous day, new VOC and VOI cases reported in the previous day, time indicator for 
Wednesday, the sum of VOC and VOI occurrences from the last 10 following days 
(sum from the previous day), the indicator of elderly people protection from 7 days ago 
with level 3 (which means extensive restrictions for isolation and hygiene) , the 
indicator of vaccination policy from 7 days ago with level 2 (which means availability 
of vaccination for medical key workers and clinically vulnerable groups). 

In the case of the testing dataset the list of the 10 most important features is quite 
similar, however, there are some new variables: time indicator for Tuesday, maximum 
wind speed from the previous day, the change from baseline for traffic congestion 
in groceries and pharmacies from 7 days ago. 

There are some interesting aspects of the study: 
 The time indicators for Tuesday and Wednesday are quite important for the final 

model results – the indicators for other days are less important. 
 The high importance of the number of newly conducted tests may indicate that 

unfortunately, the true number of infections is much higher than officially reported. 
With the increasing number of tests, the new infections also increase. 

 The overall number of vaccinated people is less important for the model than the 
overall vaccination policy, which may mean that the availability of vaccinations may 
change the people’s behavior, which influenced the mobility. 

 The wind speed may be important due to the indirect relationship of less frequent 
going out from home in the case of high wind speed. Also, the bad weather may 
indirectly affect the willingness to go out for a Covid-19 test.  
The above interpretations of the results are only several of the possible ones.  

5. Limitations and future work 

One of the limitations of the studies is that it is based on the data from official 
government reports and there are a certain number of unobserved new infections. 
Another limitation is that the model can produce the predictions only for the next day, 
due to the consideration of variables lagged by one day. In future work, the application 
of variables lagged by more than one can be considered. Another limitation is the 
arbitrary choice of the concrete period based on which the model results are evaluated 
(the last 7 days of data). The important limitation of the study is the arbitrary choice of 
the number of days by which the auxiliary variables are lagged (1 or 7 days). Another 
limitation is the inclusion of auxiliary variables: the overall number of 38 variables is 
considered, but other indicators might be also included. The next limitation is the 
arbitrary choice of the searched ranges of hyperparameters, due to time-consuming 
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learning process. In future studies, the usage of data from other countries can be 
considered. Another limitation is the validity of the data. For example, the number of 
variants of concerns is dependent on the forwarding of the results to the public database 
GISAID from the different labs, which are not required to send the data.  An additional 
limitation is connected to the methods proposed for the comparative studies 
(4 different machine learning models), which was an arbitrary choice.  

6. Conclusions 

We conclude that we propose the setup of 16 scenarios of model selection to detect 
the model with the best predictive power. The scenarios differ from each other by: 
machine learning model, the way of hyperparameters selection and the data setup (data 
for the whole Poland or for each of 16 Polish NUTS-2 regions). The model that 
produces the lowest error predictions for Covid-19 new daily infections in Poland is the 
Support Vector Regression model, with ex-post RMSE equal to 1003.7 cases. Ex-post 
RMSE is an average difference between the actual number of the new cases and the 
predictions for 7 days. The training process of the model is based on a single split of 
data into training and testing datasets. For the scenario characterized by the best 
predictive power, the impact of the auxiliary variables on the final results has been 
estimated with the Shapley values. Among the factors that have the highest impact on 
the final results are: Covid-19 statistics (confirmed cases, deaths, recoveries, active 
cases) from the previous day, Variants of Concern, time indicator for Wednesday, 
elderly people protection and the general vaccination policy. The machine learning 
models can help not only successfully predict the different Covid-19 characteristics in 
the short term periods, but also explain the factors that have the highest impact on the 
predictions for considered datasets. 
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Appendix 

Table A1: Description of data source 

Data Description Source 
Weather Daily temperature and wind speed data 

for the capital of voivodeship (in the case 
of data for whole Poland temperature for 
Warsaw). 

https://freemeteo.pl (Daily 
temperature in capital cities of 
voivodeships in Poland, 2022). 

Covid-19 data Data for new Covid-19 confirmed cases, 
new fatalities, new recoveries, change of 
active cases, new tests, and new cases/tests 
ratio. The sum of people fully vaccinated 
(with two doses or with one of the 
Johnson & Johnson vaccination) and the 
sum of people vaccinated with the third 
dosage. Data are available for 
voivodeships and the whole Poland.  

Data collected based on reports 
provided by the Ministry of 
Health, data from the WSSE, 
PSEZ, Voivodeship Offices, and 
those obtained in requests for 
access to public information: 
https://www.gov.pl/web/coronavir
us (Ministry of Health Republic of 
Poland, 2022). 

Covid-19 
variants of 
concern and 
variants of 
interest data 

The number of Covid-19 variants of 
concern (VOC) and variants of interest 
(VOI) reported by different labs 
analyzing Covid-19 tests in Poland.  

The GISAID database: 
https://www.gisaid.org (Gisaid 
database, 2022). 

Mobility data The reports for movement trends of 
people in different places (change from 
baseline days). The baseline day is always 
the same day of the week. The value of 
movement trend in baseline day is the 
median value from the 5 weeks Jan 3 – 
Feb 6, 2020. Data are available for 
voivodeships and the whole Poland.  

Google Covid-19 community 
mobility reports: 
https://www.google.com/covid19/
mobility (Google Covid-19 
community mobility reports, 
2022). 

General 
Covid-19 
policy and 
government 
restrictions 
data 

Available variables: closing of schools, 
closing of workplaces, cancelation of 
events, gatherings restrictions, closing of 
transport, stay-at-home restrictions, 
internal movement restrictions, 
international movement restrictions, 
information campaigns, testing policy, 
contact tracking, facial coverings, 
vaccination policy, elderly people 
protection, government response index, 
stringency index, containment health 
index, economic support index. 

The policy measures from the R 
package are provided by Oxford 
Covid-19 Government Response 
Tracker (Blavatnik School of 
Government, University of 
Oxford, 2022): R Interface to 
COVID-19 Data Hub, 'Covid19' R 
package: https://cran.r-
project.org/web/packages/COVID
19/index.html (R interface to 
Covid-19 data hub, 2022). 

 
 



STATISTICS IN TRANSITION new series, March 2023 

 

83

Table A2: Description of auxiliary variables 

Predictor 
Covid-19 data: 
- new confirmed cases from the previous day 
- new fatalities from the previous day 
- new recoveries from the previous day 
- change of active cases - state for the previous day 
- the number of new conducted tests - data from the previous day 
- ratio of new confirmed cases to the number of conducted tests (from the previous day) 
Vaccination data: 
- the sum of people fully vaccinated (with two doses or with one of Johnson & Johnson 
vaccination) - state from the previous day 
- the sum of people vaccinated with the third dosage - state from the previous day 
Place and time indicators: 
- weekday indicator: separate zero-one variable for weekday from the previous day 
- voivodeship indicator: separate zero-one variable 
Covid-19 variants of concern and variants of interest data: 
- the number of VOC and VOI: VOC Omicron, VOC Alpha, VOC Delta, VOC Beta, VOC 
Gamma, VOI Eta, and VOI Lambda. Considered variables: the number of new VOC and VOI 
cases reported in the previous day and the sum of VOC and VOI occurrences from the last 10 
following days  
General Covid-19 policy and government restrictions data: 
- school closing indicator from 7 days ago (4 levels) 
- workplace closing from 7 days ago (4 levels) 
- cancelation of events from 7 days ago (3 levels) 
- gatherings restrictions from 7 days ago (5 levels) 
- transport closing from 7 days ago (3 levels) 
- stay home restrictions from 7 days ago (4 levels) 
- internal movement restrictions from 7 days ago (3 levels) 
- international movement restrictions from 7 days ago (5 levels) 
- information campaigns from 7 days ago (3 levels) 
- testing policy from 7 days ago (4 levels) 
- contact tracking from 7 days ago (3 levels) 
- facial coverings from 7 days ago (5 levels) 
- vaccination policy from 7 days ago (6 levels) 
- elderly people protection from 7 days ago (from no measure to extensive restrictions) 
- government response index from 7 days ago  
- stringency index from 7 days ago  
- containment health index from 7 days ago  
- economic support index from 7 days ago  
Mobility: 
The reports for movement trends of people in different places (change from baseline days). The 
baseline day is always the same day of the week. The value of movement trend in the baseline day 
is the median value from the 5 weeks Jan 3 – Feb 6, 2020. The indicator from 7 days ago is 
considered. The variables are: retail and recreations places, grocery and pharmacy, parks, transit 
stations, workplaces, residential. 
Weather: 
- 3 variables: maximum daily temperature, minimum daily temperature and a maximum speed of 
wind for the capital of voivodeship (in the case of data for whole Poland temperature for 
Warsaw) from the previous day 

 


