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On representativeness, informative sampling, nonignorable 
nonresponse, semiparametric prediction and calibration 

Abdulhakeem Eideh1 

Abstract 

Informative sampling refers to a sampling design for which the sample selection 
probabilities depend on the values of the model outcome variable. In such cases the model 
holding for the sample data is different from the model holding for the population data. 
Similarly, nonignorable nonresponse refers to a nonresponse mechanism in which the 
response probability depends on the value of a missing outcome variable. For such 
a nonresponse mechanism the model holding for the response data is different from the 
model holding for the population data. In this paper, we study, within a modelling 
framework, the semi-parametric prediction of a finite population total by specifying the 
probability distribution of the response units under informative sampling and nonignorable 
nonresponse. This is the most general situation in surveys and other combinations of 
sampling informativeness and response mechanisms can be considered as special cases. 
Furthermore, based on the relationship between response distribution and population 
distribution, we introduce a new measure of the representativeness of a response set and 
a new test of nonignorable nonresponse and informative sampling, jointly. Finally, 
a calibration estimator is obtained when the sampling design is informative and the 
nonresponse mechanism is nonignorable. 

Key words: calibration, representative measure, response distribution, nonignorable 
nonresponse, informative sampling esign. 

1.  Introduction 

Informative sampling refers to sampling design for which the sample selection 
probabilities depend on the values of the model outcome variable (or the model 
outcome variable is correlated with design variables not included in working model). 
In such cases the model holding for the sample data (after sampling) is different from 
the model holding for the population data (before sampling); see Pfeffermann et al. 
(1998). In the same way, nonignorable nonresponse refers to nonresponse mechanism 
in which the response probability depends on the value of a missing outcome variable; 
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see Little (1982). For such nonresponse mechanism the model holding for the response 
data (after responding) is different from the model holding for the population data; 
Eideh (2007, 2012). From the literature review on survey sampling, it is clear that 
ignoring informative sampling or nonignorable nonresponse yield biased descriptive 
and analytics inferences about finite population parameters; see, for example,  
Chambers and Skinner (2003) and Eideh (2009). In recent articles, Eideh (2016, 2020) 
considers parametric prediction of finite population total under informative sampling 
design and nonignorable nonresponse. The author proved that, the failure to account 
informative sampling and nonignorable nonresponse in the analysis of survey data 
leads to biased inferences about the population of interest. In this paper, we study, 
within a modeling framework, the semi-parametric prediction of finite population 
total, by specifying the probability distribution of the observed measurements under 
informative sampling and nonignorable nonresponse. This is the most general situation 
in surveys and other combinations of sampling informativeness and response 
mechanisms can be considered as special cases. Furthermore, based on the relationship 
between response distribution and population distribution, we introduced a new 
measure of representativeness of a response set, called generalized R-indicator, 
and a new test of nonignorable nonresponse and informative sampling, jointly. 

The paper is structured as follows. Section 2 is devoted to notations. In Section 3 
we review the definition of sample, sample-complement, response, and nonresponse 
distributions, and relationships between their mathematical expectations. Section 4 
describes estimation of response probabilities under nonignorable nonresponse. 
In Section 5 a new test of nonignorable nonresponse and informative sampling was 
developed. In Section 6 we discuss different ways to generalize a measure of 
representativeness. Section 7 is devoted to the basic idea of prediction. In Section 8 we 
present the methodology of the semiparametric prediction of finite population total 
under informative sampling and nonignorable nonresponse. Finally, Section 9 provides 
the conclusions. 

2.  Notations 

Let 𝑈 ൌ ሼ1, . . . ,𝑁ሽ denote a finite population consisting of 𝑁 units. Let 𝑦 be the 
study or outcome variable of interest and let 𝑦௜ be the value of 𝑦 for the i-th population 
unit. A probability sample 𝑠 is drawn from 𝑈 according to a specified sampling design. 
The sample size is denoted by 𝑛. Let 𝒙௜ ൌ ൫𝑥௜ଵ, . . . , 𝑥௜௣൯

ᇱ, 𝑖 ∈ 𝑈 be the values of a vector 
of auxiliary variables, 𝑥ଵ, . . . , 𝑥௣, and 𝒛 ൌ ሼ𝑧ଵ, . . . , 𝑧ேሽ be the values of known design 
variables, used for the sample selection process not included in the model under 
consideration. In what follows, we consider a sampling design with selection 
probabilities𝜋௜ ൌ 𝑃𝑟ሺ 𝑖 ∈ 𝑠ሻ ൐ 0, and sampling weight 𝑤௜ ൌ 1 𝜋௜⁄ ; 𝑖 ൌ 1, . . . ,𝑁. 
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In practice, the𝜋௜’s may depend on the population valuesሺ𝒙,𝑦, 𝒛ሻ. We express this 
dependence by writing: 𝜋௜ ൌ 𝑃𝑟ሺ 𝑖 ∈ 𝑠|𝒙,𝑦, 𝒛ሻ for all units 𝑖 ∈ 𝑈. Denote by 
𝑰 ൌ ሺ𝐼ଵ, . . . , 𝐼ேሻᇱ the 𝑁 by 1 sample indicator (vector) variable, such that 𝐼௜ ൌ 1 if unit 
𝑖 ∈ 𝑈 is selected to the sample and 𝐼௜ ൌ 0 if otherwise. Therefore, 𝑠 ൌ ሼ𝑖|𝑖 ∈ 𝑈, 𝐼௜ ൌ 1ሽ 
and its complement is𝑠̄ ൌ 𝑐 ൌ ሼ𝑖|𝑖 ∈ 𝑈, 𝐼௜ ൌ 0ሽ. We consider the population values 
𝑦ଵ, . . . , 𝑦ே as random variables, which are independent realizations from a distribution 
with probability density functions (pdf) 𝑓௣ሺ𝑦௜|𝒙௜; 𝜃ሻ, indexed by a vector of  
parameters 𝜃.   

In addition to the effect of complex sample design, one of the major problems in the 
analysis of survey data is that of missing values. Denote by 𝑅 ൌ ሺ𝑅ଵ, . . . ,𝑅ேሻᇱ the 𝑁 by 
1 response indicator (vector) variable such that 𝑅௜ ൌ 1 if unit 𝑖 ∈ 𝑠 is observed and 
𝑅௜ ൌ 0 if otherwise. We assume that these random variables are independent of one 
another and of the sample selection mechanism. The response set is defined accordingly 
as 𝑟 ൌ ሼ𝑖 ∈ 𝑠|𝑅௜ ൌ 1ሽ and the nonresponse set by 𝑟̄ ൌ ሼ𝑖 ∈ 𝑠|𝑅௜ ൌ 0ሽ. We assume 
probability sampling so that 𝜋௜ ൌ 𝑃𝑟ሺ 𝑖 ∈ 𝑠ሻ ൐ 0 for all units 𝑖 ∈ 𝑈. Let 𝜓௜ ൌ 𝑃𝑟ሺ 𝑖 ∈
𝑟|𝒙,𝑦, 𝒛ሻ  ൐ 0 and 𝜑௜ ൌ 1 𝜓௜⁄ be the response probability and response weights for all 
units 𝑖 ∈ 𝑠. Let 𝑂 ൌ ሼሺ𝒙௜ , 𝐼௜ሻ, 𝑖 ∈ 𝑈ሽ, ሼ𝜋௜ ,𝑅௜ , 𝑖 ∈ 𝑠ሽ ∪ ሼሺ𝑦௜,𝒙௜ሻ, 𝑖 ∈ 𝑟ሽ and 𝑁, 𝑛, and 𝑚, 
be the available information from the sample and response sets. Furthermore, the 
following notations are frequently used in the paper: let 𝑓௣ , 𝐸௣ሺ⋅ሻ ;𝑓௦ ,𝐸௦ሺ⋅ሻ;𝑓௦̄, 𝐸௦̄ሺ⋅ሻ; 
𝑓௥,𝐸௥ሺ⋅ሻ; and 𝑓௥̄, 𝐸௥̄ሺ⋅ሻdenote the probability density functions and mathematical 
expectations of the population, sample, and sample-complement, response and 
nonresponse distributions, respectively.  

3.  Key equations 

This section is based on Eideh (2020) and the references therein. The methodology 
in this paper is based on the following equations: 
 

𝐸௣ሺ𝑦௜|𝑥௜ሻ ൌ 𝐸௥ሺ𝜑௜𝑤௜𝑦௜|𝑥௜ሻ 𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ሻ⁄ ,                                            (1) 
 

𝐸௦ሺ𝑦௜|𝑥௜ሻ ൌ
ாೝሺఝ೔௬೔|௫೔ሻ

ாೝሺఝ೔|௫೔ሻ
 ,                                                                             (2) 

 
𝐸௦̄ሺ𝑦௜|𝑥௜ሻ ൌ 𝐸௥ሼ𝜑௜ሺ𝑤௜ െ 1ሻ𝑦௜|𝑥௜ሽ 𝐸௥ሼ𝜑௜ሺ𝑤௜ െ 1ሻ|𝑥௜ሽ⁄ ,                      (3) 

 
𝐸௥̄ሺ𝑦௜|𝑥௜ሻ ൌ 𝐸௥ሼሺ𝜑௜ െ 1ሻ𝑦௜|𝑥௜ሽ 𝐸௥ሼሺ𝜑௜ െ 1ሻ|𝑥௜ሽ⁄ ,                                (4) 

 
𝑓௥ሺ𝑦௜|𝑥௜ሻ ൌ

ாೝሺఝ೔௪೔|௫೔ሻ

ாೝሺఝ೔௪೔|௫೔,௬೔ሻ
𝑓௣ሺ𝑦௜|𝑥௜ሻ.                                                          (5) 
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Consequently, 𝐸௣ሺ𝑦௜|𝑥௜ሻ, 𝐸௦ሺ𝑦௜|𝑥௜ሻ, 𝐸௦̄ሺ𝑦௜|𝑥௜ሻ, 𝐸௥ሺ𝑦௜|𝑥௜ሻ and 𝐸௥̄ሺ𝑦௜|𝑥௜ሻ can be 

estimated based on ൜𝑥௜ ,𝑦௜ , i̂ ,𝑤௜; 𝑖 ∈ 𝑟ൠ. For estimation of 𝜑௜, see Section 4. 

4.  Estimation of response probabilities under nonignorable nonresponse  

Under nonignorable nonresponse, the values of 𝑦௜ for 𝑖 ∈ 𝑟 are available, but for 
𝑖 ∉ 𝑟are not available, so we cannot fit the following nonresponse model: 
 

𝜓௜ ൌ 𝑃𝑟ሺ 𝑅௜ ൌ 1|𝑖 ∈ 𝑠, 𝑥௜ , 𝑦௜ሻ ൌ
௘௫௣ሺఊబାఊభ௫೔ାఊమ௬೔ሻ

ଵା௘௫௣ሺఊబାఊభ௫೔ାఊమ௬೔ሻ
                            (6) 

 
directly using the maximum likelihood method. A recent approach of estimation 𝜓௜ 
under nonignorable nonresponse is discussed by Sverchkov (2008) using missing 
information principle. Assume𝑅௜:𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖ሺ𝜓௜ሺ𝑥௜ ,𝑦௜ , 𝛾ሻሻ, then 
  

𝑓ሺ𝑟௜|𝑥௜ , 𝑦௜ሻ ൌ ൫𝜓௜ሺ𝑥௜ ,𝑦௜ , 𝛾ሻ൯
௥೔൫1 െ 𝜓௜ሺ𝑥௜ ,𝑦௜ , 𝛾ሻ൯

ଵି௥೔.                           (7) 
 

The maximum likelihood estimator of  𝛾 satisfies:  
 

డ௟ሺఊሻ

డఊ
ൌ ∑ డ ௟௢௚൫ట೔ሺ௫೔,௬೔,ఊሻ൯

డఊ௜∈௥ ൅ ∑ డ ௟௢௚൫ଵିట೔ሺ௫೔,௬೔,ఊሻ൯

డఊ௜∈௥̄ ൌ 0.                      (8) 
 

Using (4), the observed log-likelihood equation is: 

෍
𝜕 𝑙𝑜𝑔൫𝜓௜ሺ𝑥௜ ,𝑦௜ , 𝛾ሻ൯

𝜕𝛾
௜∈௥

൅෍
ቄ𝐸௥ ቀ

ሾఝ೔ሺ௫೔,௬೔,ఊሻିଵሿడ ௟௢௚൫ଵିట೔ሺ௫೔,௬೔,ఊሻ൯

డఊ
ቁቚ 𝑥௜ቅ

𝐸௥ሾሺ𝜑௜ሺ𝑥௜ ,𝑦௜ , 𝛾ሻ െ 1ሻ|𝑥௜ሿ௜∈௥̄

 

ൌ ∑ డ ௟௢௚൫ట೔ሺ௫೔,௬೔,ఊሻ൯

డఊ௜∈௥ ൅ ∑
׬
ൣക೔൫ೣ೔,೤೔,ം൯షభ൧ങ ೗೚೒ቀభషഗ೔൫ೣ೔,೤೔,ം൯ቁ

ങം
௙ೝሺ௬೔|௫೔ሻௗ௬೔

ሺఝ೔ሺ௫೔,௬೔,ఊሻିଵሻ௙ೝሺ௬೔|௫೔ሻௗ௬೔׬
௜∈௥̄ ൌ 0.            (9) 

 
Hence, 𝜓෠௜ ൌ 𝜓௜ሺ𝛾ොሻ ൌ 𝜓௜ሺ𝑥௜ ,𝑦௜ , 𝛾ොሻ ൌ 𝑃𝑟ሺ 𝑖 ∈ 𝑟|𝑥௜ , 𝑦௜ , 𝛾ොሻ and then 𝜑ො௜ ൌ 1 𝜓෠௜⁄ . 

From now on, to simplify notation, we will use 𝜓௜ to denote 𝜓௜or 𝜓෠௜.  

5.  New test of nonignorable nonresponse and informative sampling, 
jointly   

According to (5), the response distribution 𝑓௥ሺ𝑦௜|𝑥௜ሻ of 𝑦௜ , 𝑖 ∈ 𝑟, is different from 
the population distribution, 𝑓௣ሺ𝑦௜|𝑥௜ሻ, unless 𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ ,𝑦௜ሻ ൌ 𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ሻ for all 
units 𝑖 ∈ 𝑈, that is when the sampling design is noninformative and nonresponse 
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mechanism is ignorable. In such cases, the model holding for the response data 
(after sampling) is the same as the model holding for the population data (before 
sampling). The main target of inference is estimation𝐸௣ሺ𝑦௜|𝒙௜ሻ. According to Eideh 
(2020), we have: 

𝐸௥ሺ𝑦௜|𝒙௜ሻ ൌ 𝐸௣ ൜
ாೞሺట೔|𝒙೔,௬೔,ఊሻ

ாೞሺట೔|𝒙೔,ఏ,ఎ,ఊሻ

ா೛ሺగ೔|𝒙೔,௬೔,ఊሻ

ா೛ሺగ೔|𝒙೔,ఏ,ఊሻ
𝑦௜ฬ 𝒙௜ൠ ് 𝐸௣ሺ𝑦௜|𝒙௜ሻ.            (10) 

 
This relationship illustrates that the failure to account nonignorable nonresponse 

and informative sampling design can bias the inference. So, testing the ignorable of 
nonresponse and the informativeness of sampling design is necessary, which is the aim 
of this section. 
 

Recall that if 𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ ,𝑦௜ሻ ൌ 𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ሻ, for all units 𝑖 ∈ 𝑈, then𝑓௥ሺ𝑦௜|𝑥௜ሻ ൌ
𝑓௣ሺ𝑦௜|𝑥௜ሻ. Consequently, in the spirit of equation (5), we introduce the following new 
test of ignorable nonresponse and informative sampling, jointly, by testing 
 
𝐻଴:𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ ,𝑦௜ሻ ൌ 𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ሻ versus  𝐻ଵ:𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ ,𝑦௜ሻ ് 𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ሻ    (11)  

at 𝛼 level of significance. 
  

In addition to that, testing of noninformative sampling design and nonresponse 
mechanism is missing completely at random, and can be approached by testing: 
 

𝐻଴:𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ ,𝑦௜ሻ ൌ constant versus    𝐻ଵ:𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ ,𝑦௜ሻ ് constant          (12) 

at 𝛼 level of significance. 
 
Particular cases: 
(a) If the sampling design is noninformative, that is, the sample selection process can 
be ignored, then the test of nonignorable nonresponse is determined by testing: 
 

𝐻଴:𝐸௥ሺ𝜑௜|𝑥௜ ,𝑦௜ሻ ൌ 𝐸௥ሺ𝜑௜|𝑥௜ሻ  versus 𝐻ଵ:𝐸௥ሺ𝜑௜|𝑥௜ ,𝑦௜ሻ ് 𝐸௥ሺ𝜑௜|𝑥௜ሻ           (13) 

at 𝛼 level of significance.  
 
(b) If nonresponse mechanism is ignorable, then the test of informativeness can be 
conducted by testing: 

𝐻଴:𝐸௥ሺ𝑤௜|𝑥௜ ,𝑦௜ሻ ൌ 𝐸௥ሺ𝑤௜|𝑥௜ሻ  versus  𝐻ଵ:𝐸௥ሺ𝑤௜|𝑥௜ ,𝑦௜ሻ ് 𝐸௥ሺ𝑤௜|𝑥௜ሻ          (14) 

at 𝛼 level of significance.  
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The above hypotheses can be tested by using the general regression test approach, 
by specifying the full model. For example, in (11) and (12), assume the full model is 
given by: 

𝐸௥ሺ𝜑௜𝑤௜|𝑥௜ ,𝑦௜ሻ ൌ 𝛽଴ ൅ 𝛽ଵ𝑥௜ ൅ 𝛽ଶ𝑦௜.                                         (15) 
 

Then, (11) becomes𝐻଴:𝛽ଶ ൌ 0, and (12) says 𝐻଴:𝛽ଵ ൌ 𝛽ଶ ൌ 0. 

6.  Generalized Measure of Representativeness   

Schouten et al. (2009) proposed an indicator which we call an R-indicator (‘R’ for 
representativeness), for the similarity between the response to a survey and the sample 
or the population under investigation. This similarity can be referred to as 
“representative response”. The R-indicator that they proposed employs estimated 
response probabilities.  
 
Definition 1 (strong): A response subset is representative with respect to the sample if 
the response propensities 𝜌௜  are the same for all units in the population. That is,  
 

𝜌௜ ൌ 𝑃𝑟ሺ 𝑅௜ ൌ 1|𝐼௜ ൌ 1ሻ  ൌ 𝜌 for all units 𝑖 ∈ 𝑈                          (16) 
 
and if the response of a unit is independent of the response of all other units. 
 

Under the assumption that the individual response propensities 𝜌௜  are known, 
Schouten et al. (2009) defined the R-indicator as: 

𝑅ሺ𝜌ሻ ൌ 1 െ 2𝑆ሺ𝜌ሻ,                                                        (17) 

where  

𝑆ሺ𝜌ሻ ൌ ට ଵ

ேିଵ
∑ ሺ𝜌௜ െ 𝜌̄ሻଶே
௜ୀଵ , 𝜌̄ ൌ ଵ

ே
∑ 𝜌௜
ே
௜ୀଵ .                              (18) 

 
One may view R as a lack of the association measure. When 𝑅ሺ𝜌ሻ ൌ 1 there is no 

relation between any survey item and the missing-data mechanism. The R-indicator 
takes values on the interval [0, 1] with the value 1 being strong representativeness and 
the value 0 being the maximum deviation from strong representativeness. 
 

Schouten et al. (2009) pointed that “in practice these propensities are unknown. 
Furthermore, in a survey, we only have information about the response behaviour of 
sample units. We, therefore, have to find alternatives to the indicators R. Let 𝜌ො௜  denote 
an estimator for 𝜌௜  which uses all or a subset of the available auxiliary variables. 
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Methods that support such estimation are, for instance, logistic or probit regression 
models”. The authors replace R by the estimators𝑅෠: 

𝑅෠ሺ𝜌ሻ ൌ 1 െ 2𝑆መሺ𝜌ሻ, 𝑆መሺ𝜌ሻ ൌ ට
ଵ

ேିଵ
∑ ூ೔

గ೔
ሺ𝜌ො௜ െ 𝜌̄෠ሻଶே

௜ୀଵ , 𝜌̄෠ ൌ ଵ

ே
∑ ூ೔

గ೔
𝜌௜

ே
௜ୀଵ .             (19) 

The R-indicator introduced by Schouten et al. (2009) assumed that the sampling 
design is noninformative and nonresponse mechanism is ignorable. In this section we 
develop a new indicator of representative response of the survey and the population 
when the sampling design is informative and the nonresponse mechanism 
nonignorable. It should be pointed here that, under nonignorable nonresponse, 
we cannot compute the propensity scores for all units in the sample, see Section 4, 
consequently, the formulas defined in equation (19) are not applicable in such cases.   

For simplicity, assume no auxiliary variables are available. In the essence of 
equation (5), let us consider the following four cases. 
 
Case 1:  Sampling design is informative and nonresponse mechanism is nonignorable 
(in), then  

𝑓௥ሺ𝑦௜ሻ ൌ
ாೝሺఝ೔௪೔ሻ

ாೝሺఝ೔௪೔|௬೔ሻ
𝑓௣ሺ𝑦௜ሻ.                                             (20) 

 
In this case, the response distribution represents the population distribution if 
  iir wE  𝐸௥ሺ𝜑௜𝑤௜|𝑦௜ሻ. That is, 𝐸௥ሺ𝜑௜𝑤௜|𝑦௜ሻ ൌ constant. In this case, we introduce 

the following definition. 
 
Definition 2: A response set is representative with respect to the population if the 
product of the response weights and sampling weights 𝜑௜𝑤௜ ൌ 𝑑௜ are the same for all 
units in the population and if the response of a unit is independent of the response of 
all other units. That is, 𝜑௜𝑤௜ ൌ 𝑑௜ ൌ 𝑑 for all units 𝑖 ∈ 𝑈.  
 

Thus, we define a generalized R-indicator as follows: 
 

𝑅෠ሺ𝑑ሻ ൌ 1 െ 2𝑆መሺ𝑑ሻ,                                                                     (21) 
where 

𝑆መሺ𝑑ሻ ൌ ට ଵ

∑ ௗ෠೔
೘
೔సభ

∑ 𝑑መ௜ ቀ𝑑መ௜ െ 𝑑ሜመቁ
ଶ

௠
௜ୀଵ                                             (22) 

and 
𝑑ሜመ ൌ

ଵ

∑ ௗ෠೔
೘
೔సభ

∑ 𝑑መ௜൫𝑑መ௜൯
௠
௜ୀଵ  ,   𝜑ො௜𝑤௜ ൌ 𝑑መ௜.                                   (23) 
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Case 2: Sampling design is noninformative and nonresponse mechanism is 
nonignorable (nn), then  

𝑓௥ሺ𝑦௜ሻ ൌ
ாೝሺఝ೔ሻ

ாೝሺఝ೔|௬೔ሻ
𝑓௣ሺ𝑦௜ሻ.                                                  (24) 

 
In this case, the response distribution represents the population distribution if 
  irE  𝐸௥ሺ𝜑௜|𝑦௜ሻ. That is, 𝐸௥ሺ𝜑௜|𝑦௜ሻ ൌ constant. In this constant, we introduce the 

following definition. 
 
Definition 3: A response set is representative with respect to the population if the 
response weights 𝜑௜ are the same for all units in the population and if the response of 
a unit is independent of the response of all other units. That is, 𝜑௜ ൌ 𝜑 for all units 𝑖 ∈ 𝑈.  
 

Thus, we define a generalized R-indicator as follows: 

𝑅෠௡௡ሺ𝜑ሻ ൌ 1 െ 2𝑆መ௡௡ሺ𝜑ሻ,                                                             (25) 
where 

𝑆መ௡௡ሺ𝜑ሻ ൌ ට
ଵ

∑ ఝෝ೔
೘
೔సభ

∑ 𝜑ො௜ሺ𝜑ො௜ െ 𝜑̄෠௡௡ሻଶ௠
௜ୀଵ                                     (26) 

and 
𝜑̄෠௡௡ ൌ

ଵ

∑ ఝෝ೔
೘
೔సభ

∑ 𝜑ො௜
ଶ௠

௜ୀଵ .                                                                  (27) 

 
Case 3:  Sampling design is informative and nonresponse mechanism is ignorable (ii), 
then  

𝑓௥ሺ𝑦௜ሻ ൌ
ாೝሺ௪೔ሻ

ாೝሺ௪೔|௬೔ሻ
𝑓௣ሺ𝑦௜ሻ.                                                      (28) 

In this case, the response distribution represents the population distribution if 
  ir wE 𝐸௥ሺ𝑤௜|𝑦௜ሻ. That is, 𝐸௥ሺ𝑤௜|𝑦௜ሻ ൌ constant. In this case, we introduce the 

following definition. 
 
Definition 4: A response set is representative with respect to the population if the 
sampling weighs 𝑤௜  are the same for all units in the population and if the response of 
a unit is independent of the response of all other units. That is, 𝑤௜ ൌ 𝑤 for all units 
𝑖 ∈ 𝑈.  

Thus, we define a generalized R-indicator as follows: 

𝑅෠௜௜ሺ𝑤ሻ ൌ 1 െ 2𝑆መ௜௜ሺ𝑤ሻ,                                                                (29) 
where 

𝑆መ௜௜ሺ𝑤ሻ ൌ ට
ଵ

∑ ௪೔
೘
೔సభ

∑ 𝑤௜ሺ𝑤௜ െ 𝑤̄෡ሻଶ௠
௜ୀଵ                                         (30) 
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and 
𝑤̄෡ ൌ

ଵ

∑ ௪೔
೘
೔సభ

∑ 𝑤௜
ଶ௠

௜ୀଵ .                                                  (31) 

 
Case 4:  Sampling design is noninformative and nonresponse mechanism is ignorable 
(ii), then  

𝑓௥ሺ𝑦௜ሻ ൌ 𝑓௣ሺ𝑦௜ሻ.                                                      (32) 
 

In this case, the response distribution represents the population distribution, 
and no need a measure of a representative subset.   

Research in this highly interested generalized R-indicator is in progress.  

7. Prediction of Finite Population Total 

This section is devoted to the basics of the prediction of finite population total, 
taking into account informative sampling design and nonignorable nonresponse 
mechanism.  Assume single-stage population model. Let 
 

𝑇 ൌ ∑ 𝑦௜
ே
௜ୀଵ ൌ ∑ 𝑦௜௜∈௦ ൅ ∑ 𝑦௜௜∈௦̄ ൌ ∑ 𝑦௜௜∈௥ ൅ ∑ 𝑦௜௜∈௥̄ ൅ ∑ 𝑦௜௜∈௦̄                   (33) 

 
be the finite population total that we want to predict using the data from the response 
set  and possibly values of auxiliary variables. Let 𝑇෠ ൌ 𝑇෠ሺ𝑂ሻ define the predictor of 𝑇 
based on the available information, from the sample and response set 𝑂 ൌ
ሼሺ𝐼௜ሻ, 𝑖 ∈ 𝑈ሽ, ሼ𝜋௜ ,𝑅௜ , 𝑖 ∈ 𝑠ሽ ∪ ሼሺ𝑦௜ሻ, 𝑖 ∈ 𝑟ሽand 𝑁, 𝑛, and 𝑚. The mean square error 
(MSE) of 𝑇෠  given 𝑂 with respect to the population pdf is defined by:  
 

𝑀𝑆𝐸௣൫𝑇෠൯ ൌ 𝐸௣ ቄ൫𝑇෠ െ 𝑇൯
ଶ

|𝑂ቅ ൌ ൛𝑇෠ െ 𝐸௣ሺ𝑇|𝑂ሻൟ
ଶ
൅ 𝑉𝑎𝑟௣ሺ𝑇|𝑂ሻ.                (34) 

 
It obvious that (16) is minimized when𝑇෠ ൌ 𝐸ሺ𝑇|𝑂ሻ. Hence, the minimum mean 

squared error best linear unbiased predictor (BLUP) of  𝑇 ൌ ∑ 𝑦௜
ே
௜ୀଵ  is given by: 

  
𝑇∗ ൌ 𝐸௣ሺ𝑇|𝑂ሻ ൌ ∑ 𝑦௜௜∈௥ ൅ ∑ 𝐸௥̄ሺ𝑦௜|𝑂ሻ௜∈௥̄ ൅ ∑ 𝐸௦̄ሺ𝑦௜|𝑂ሻ௜∈௦̄ .                     (35) 

 
For more information about the parametric prediction of finite population total 

under informative sampling and nonignorable nonresponse; see Eideh (2020).  
 
In the next section we consider the semiparametric prediction of finite population 

total under informative sampling. 
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8.  Semiparametric Prediction of Finite Population Total under Informative 
Sampling and Nonignorable Nonresponse 

Sverchkov and Pfeffermann (2004) studied the semiparametric prediction of finite 
population totals under informative sampling. In this section we develop the semi-
parametric prediction of finite population total under informative sampling and 
nonignorable nonresponse. According to (35), the prediction of finite population total 
requires predication of ∑ 𝑦௜௜∈௥̄ , and ∑ 𝑦௜௜∈௦̄ . That is, to predict 𝑇we need to predict 
values forሼ𝑦௜ , 𝑖 ∈ 𝑟̄ሽ and ሼ𝑦௜ , 𝑖 ∈ 𝑠̄ሽ, based on the prediction of nonsampled and 
nonresponse models. Fuller (2009, p. 282) pointed that “The analysis of data with 
unplanned nonresponse requires the specification of a model for the nonresponse. 
Models for nonresponse address two characteristics: the probability of obtaining 
a response and the distribution of the characteristic. In one model it is assumed that the 
probability of response can be expressed as a function of auxiliary data. The assumption 
of a second important model is that the expected value of the unobserved variable is 
related to observable auxiliary data. In some situations models constructed under the 
two models lead to the same estimator. Similarly, specifications containing models for 
both components can be developed.”  

8.1.  General Theory 

Assume that 

(a) the sample-complement model (or nonsampled model or imputation model for 
non-sampled units) takes the form: 

𝑦௜ ൌ 𝑆𝜷ሺ𝒙௜ሻ ൅ 𝜀௜, for all 𝑖 ∈ 𝑠̄,                                                 (36) 
 

𝐸௦̄ሺ𝜀௜|𝒙௜ሻ ൌ 0 , 𝐸௦̄൫𝜀௜
ଶห𝒙௜൯ ൌ 𝑉𝑎𝑟௦̄ሺ𝜀௜|𝒙௜ሻ ൌ 𝜎ఌଶ𝑣ሺ𝒙௜ሻ , and 𝐸௦̄൫𝜀௝𝜀௞ห𝒙௜൯ ൌ

𝐶𝑜𝑣൫𝜀௝ , 𝜀௞ห𝒙௜൯ ൌ 0, 𝑗 ് 𝑘. 
  

(b) and the response-complement model (or nonresponse model or missing data 
model or imputation model for nonrespondent units) is: 

𝑦௜ ൌ 𝑍𝜶ሺ𝒙௜ሻ ൅ 𝜏௜, for all 𝑖 ∈ 𝑟̄,                                                (37) 

𝐸௥̄ሺ𝜏௜|𝒙௜ሻ ൌ 0, 𝐸௥̄൫𝜏௜
ଶห𝒙௜൯ ൌ 𝑉𝑎𝑟௥̄ሺ𝜏௜|𝒙௜ሻ ൌ 𝜎ఛଶ𝑢ሺ𝒙௜ሻ, and 𝐸௥̄൫𝜏௝𝜏௞ห𝒙௜൯ ൌ

𝐶𝑜𝑣൫𝜏௝ , 𝜏௞ห𝒙௜൯ ൌ 0,  𝑗 ് 𝑘, where 𝑆𝜷ሺ𝒙௜ሻ and 𝑍𝜶ሺ𝒙௜ሻ are known functions of 𝒙௜ that 
depend on unknown vector parameters 𝜷 and 𝜶 , respectively. The variances 𝜎ఌଶ𝑣ሺ𝒙௜ሻ 
and 𝜎ఛଶ𝑢ሺ𝒙௜ሻ are assumed known except for 𝜎ఌଶ and 𝜎ఛଶ.  

For the prediction process, we need the estimation of 𝑆𝜷ሺ𝒙௜ሻ and 𝑍𝜶ሺ𝒙௜ሻ.   
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(i) Estimation of 𝑺𝜷ሺ𝒙𝒊ሻ: 

Method 1: using (3), we have 
 

𝑆𝜷ሺ𝒙௜ሻ ൌ 𝑎𝑟𝑔 𝑚𝑖𝑛
ௌ𝜷෩ሺ𝒙೔ሻ

𝐸௦̄ ቐ
൬௬೔ିௌ𝜷෩ሺ𝒙೔ሻ൰

మ

௩ሺ𝒙೔ሻ
ቮ 𝒙௜ቑ ൌ 𝑎𝑟𝑔 𝑚𝑖𝑛

ௌ𝜷෩ሺ𝒙೔ሻ
𝐸௥ ቐ𝑐௜

൬௬೔ିௌ𝜷෩ሺ𝒙೔ሻ൰
మ

௩ሺ𝒙೔ሻ
ቮ 𝒙௜ቑ, 

           (38) 
 
where 𝑐௜ ൌ ሼ𝜑௜ሺ𝑤௜ െ 1ሻ 𝐸௥ሺ𝜑௜ሺ𝑤௜ െ 1ሻ|𝒙௜ሻ⁄ ሽ.                                                                         
 

Hence, the vector 𝜷 can be estimated by: 

𝜷෡ଵ ൌ 𝑎𝑟𝑔𝑚𝑖𝑛
ఉ෩

∑ ቌ𝑐̂௜
൬௬೔ିௌ𝜷෩ሺ𝒙೔ሻ൰

మ

௩ሺ𝒙೔ሻ
ቍ௜∈௥ ,                                        (39)  

where 𝑐̂௜ ൌ ൛𝜑ො௜ሺ𝑤௜ െ 1ሻ 𝐸෠௥ሺ𝜑ො௜ሺ𝑤௜ െ 1ሻ|𝒙௜ሻ⁄ ൟ.        
                                   
Method 2: using (3) and (36), and assume that 𝐸௥ሺ𝜑௜ሺ𝑤௜ െ 1ሻ|𝒙௜ሻ ൎ 𝐸௥൫𝜑௜ሺ𝑤௜ െ 1ሻ൯, 
we have: 
 

𝐸௦̄ ቊ
ቀ௬೔ିௌ𝜷ሺ𝒙೔ሻቁ

మ

௩ሺ𝒙೔ሻ
ቤ 𝒙௜ቋ ൌ 𝐸௥ ൝

ఝ೔ሺ௪೔ିଵሻ

ாೝ൫ఝ೔ሺ௪೔ିଵሻ൯

൬௬೔ିௌ𝜷෩ሺ𝒙೔ሻ൰
మ

௩ሺ𝒙೔ሻ
ൡ.                                 (40)     

Hence,  

𝜷෡ଶ ൌ 𝑎𝑟𝑔𝑚𝑖𝑛
ఉ෩

∑ ቌ𝜑ො௜ሺ𝑤௜ െ 1ሻ
൬௬೔ିௌ𝜷෩ሺ𝒙೔ሻ൰

మ

௩ሺ𝒙೔ሻ
ቍ௜∈௥ ,                                       (41) 

since 𝐸௥൫𝜑௜ሺ𝑤௜ െ 1ሻ൯ is constant.  
 
(ii) Estimation of 𝑍𝜶ሺ𝒙௜ሻ 

Method 1: using (4), we have: 

𝑍𝜶ሺ𝒙௜ሻ ൌ 𝑎𝑟𝑔 𝑚𝑖𝑛
௓𝜶෥ሺ𝒙೔ሻ

𝐸௥ ൜𝑘௜
൫௬೔ି௓𝜶෥ሺ𝒙೔ሻ൯

మ

௨ሺ𝒙೔ሻ
ฬ 𝒙௜ൠ,                                           (42)                       

 
where 𝑘௜ ൌ ൛ሺ𝜑௜ െ 1ሻ 𝐸௥൫ሺ𝜑௜ െ 1ሻ|𝒙௜൯⁄ ൟ.  
 

Hence, the vector 𝜶ෝ can be estimated by 

𝜶ෝଵ ൌ 𝑎𝑟𝑔𝑚𝑖𝑛
ఉ෩

∑ ൬𝑘෠௜
൫௬೔ି௓𝜶෥ሺ𝒙೔ሻ൯

మ

௨ሺ𝒙೔ሻ
൰௜∈௥ ,                                (43) 

where 𝑘෠௜ ൌ ൛ሺ𝜑ො௜ െ 1ሻ 𝐸෠௥൫ሺ𝜑ො௜ െ 1ሻ|𝒙௜൯⁄ ൟ.                                           
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Method 2: using (3) and (37), and assume that 𝐸௥൫ሺ𝜑௜ െ 1ሻ|𝒙௜൯ ൎ 𝐸௥ሺ𝜑௜ െ 1ሻ ,  
we have: 
 

𝐸௥̄ ൜
൫௬೔ି௓𝜶ሺ𝒙೔ሻ൯

మ

௨ሺ𝒙೔ሻ
ฬ 𝒙௜ൠ ൌ 𝐸௥ ൜

ሺఝ೔ିଵሻ

ாೝሺఝ೔ିଵሻ

൫௬೔ି௓𝜶ሺ𝒙೔ሻ൯
మ

௨ሺ𝒙೔ሻ
ൠ.                                  (44)                       

Thus,  

𝜶ෝଶ ൌ 𝑎𝑟𝑔𝑚𝑖𝑛
ఈ෥

∑ ቆሺ𝜑ො௜ െ 1ሻ
൫௬೔ି௓𝜶෥ሺ𝒙೔ሻ൯

మ

௨ሺ𝒙೔ሻ
ቇ௜∈௥ .                                     (45) 

Hence,  
𝑇෠௜௡,ଵ ൌ 𝐸෠௣ሺ𝑇|𝑂ሻ ൌ ∑ 𝑦௜௜∈௥ ൅ ∑ 𝑍𝜶ෝభሺ𝒙௜ሻ௜∈௥̄ ൅ ∑ 𝑆𝜷෡భሺ𝒙௜ሻ௜∈௦̄                                   (46) 

 
and  
 

𝑇෠௜௡,ଶ ൌ 𝐸෠௣ሺ𝑇|𝑂ሻ ൌ ∑ 𝑦௜௜∈௥ ൅ ∑ 𝑍𝜶ෝమሺ𝒙௜ሻ௜∈௥̄ ൅ ∑ 𝑆𝜷෡మሺ𝒙௜ሻ௜∈௦̄ .                                  (47) 
 

The benefits of using the predictor 𝑇෠௜௡,ଶ over using the predictor 𝑇෠௜௡,ଵ is that 𝑇෠௜௡,ଶ 
does not require the identification and estimation of 𝜑ሺ𝒙௜ሻ ൌ 𝐸௥൫ሺ𝜑௜ െ 1ሻ|𝒙௜൯.  On the 
other hand, in situations where this expectation can be estimated properly, 
the predictor 𝑇෠௜௡,ଵis likely to be more accurate since the weights 𝑘௜ ൌ
൛ሺ𝜑௜ െ 1ሻ 𝐸௥൫ሺ𝜑௜ െ 1ሻ|𝒙௜൯⁄ ൟ will often be less variable than the weights ሺ𝜑௜ െ 1ሻ.  
This is because the weights 𝑘௜ ൌ ൛ሺ𝜑௜ െ 1ሻ 𝐸௥൫ሺ𝜑௜ െ 1ሻ|𝒙௜൯⁄ ൟ only account for the net 
effect of the response process on the target conditional distribution 
𝑓௥̄ሺ𝑦௜|𝒙௜ ,𝜃, 𝜂, 𝛾ሻwhereas the weights ሺ𝜑௜ െ 1ሻaccount for the effect of the response 
process on the joint distribution 𝑓௥̄ሺ𝑦௜ ,𝒙௜;𝜃, 𝜂, 𝛾ሻ. 

8.1.1. Particular cases 

For illustration we use method 2 only under different famous models in survey 
sampling. 

Case 1: Common Mean Model:  

Sample-complement model:  𝐸௦̄ሺ𝑦௜ሻ ൌ 𝜇௦̄ and 𝑉𝑎𝑟௦̄ሺ𝑦௜ሻ ൌ 𝜎ఌଶ.                                                           

Response-complement model: 𝐸௥̄ሺ𝑦௜|𝑥௜ሻ ൌ 𝜇௥̄  and   𝑉𝑎𝑟௥̄ሺ𝑦௜ሻ ൌ 𝜎ఛଶ. 
 

After some algebra, the weights under the 4 different combinations of sampling 
design (informative (i), noninformative (n)) and nonresponse mechanism (ignorable 
(i), nonignorable (n)) are summarized in Table 1. 
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Table 1:  𝑤௜௥ - Homogeneous Model , 𝑇෠௜௡,ଶ ൌ ∑ 𝑤௜௥𝑦௜௜∈௥  

SD-NM 𝑤௜௥  

ii 1 ൅
ሺ𝑛 െ𝑚ሻ

𝑚
൅ ሺ𝑁 െ 𝑛ሻ

𝑤௜ െ 1
∑ ሺ𝑤௜ െ 1ሻ௜∈௥

 

in 1 ൅ ሺ𝑛 െ𝑚ሻ
ሺ𝜑ො௜ െ 1ሻ

∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥
൅ ሺ𝑁 െ 𝑛ሻ

𝜑ො௜ሺ𝑤௜ െ 1ሻ
∑ 𝜑ො௜ሺ𝑤௜ െ 1ሻ௜∈௥

 

ni 𝑁
𝑚

 

nn 1 ൅ ሺ𝑛 െ𝑚ሻ
ሺ𝜑ො௜ െ 1ሻ

∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥
൅ ሺ𝑁 െ 𝑛ሻ

𝜑ො௜
∑ 𝜑ො௜௜∈௥

 

Note that ∑ 𝑤௜௥௜∈௥ ൌ ∑ 1௜∈௎ ൌ 𝑁.  
 
Case 2: Simple linear regression model: 
Sample-complement model: 𝐸௦̄ሺ𝑦௜|𝑥௜ሻ ൌ 𝛽଴ ൅ 𝛽ଵ𝑥௜  and 𝑉𝑎𝑟௦̄ሺ𝑦௜ሻ ൌ 𝜎ఌଶ.                      
Response-complement model: 𝐸௥̄ሺ𝑦௜|𝑥௜ሻ ൌ 𝛼଴ ൅ 𝛼ଵ𝑥௜   and 𝑉𝑎𝑟௥̄ሺ𝑦௜ሻ ൌ 𝜎ఛଶ.                    

After some algebra, the weights under the 4 different combinations of sampling 
designs (informative (i), noninformative (n)) and nonresponse mechanism (ignorable (i), 
nonignorable (n)) are summarized in Table 2. 

Table 2:  𝑤௜௥ - Simple linear regression model, 𝑇෠௜௡,ଶ ൌ ∑ 𝑤௜௥𝑦௜௜∈௥  

SD-
NM 𝑤௜௥ 𝑥̄ఝ∗  𝑥̄௪∗ 

ii 
1 ൅

ሺ𝑛 െ𝑚ሻ
𝑚

൅ ሺ𝑛 െ 𝑚ሻ൫𝑥̄௥̄ െ 𝑥̄ఝ∗൯
൫𝑥௜ െ 𝑥̄ఝ∗൯

∑ ൫𝑥௜ െ 𝑥̄ఝ∗൯
ଶ

௜∈௥

 

ሺ𝑁 െ 𝑛ሻ
ሺ𝑤௜ െ 1ሻ

∑ 𝑖ሺ𝑤௜ െ 1ሻ௜∈௥
൅ 

ሺ𝑁 െ 𝑛ሻሺ𝑥̄௦̄ െ 𝑥̄௪∗ሻ
ሺ𝑤௜ െ 1ሻሺ𝑥௜ െ 𝑥̄௪∗ሻ

∑ ሺ𝑤௜ െ 1ሻሺ𝑥௜ െ 𝑥̄௪∗ሻଶ௜∈௥
 

 

∑ 𝑥௜௜∈௥

𝑚
 

∑ ሺ𝑤௜ െ 1ሻ𝑥௜௜∈௥

∑ ሺ𝑤௜ െ 1ሻ௜∈௥
 

in 
1 ൅ ሺ𝑛 െ𝑚ሻ

ሺ𝜑ො௜ െ 1ሻ
∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥

൅ 

ሺ𝑛 െ𝑚ሻ൫𝑥̄௥̄ െ 𝑥̄ఝ∗൯
ሺ𝜑ො௜ െ 1ሻ൫𝑥௜ െ 𝑥̄ఝ∗൯

∑ ሺ𝜑ො௜ െ 1ሻ൫𝑥௜ െ 𝑥̄ఝ∗൯
ଶ

௜∈௥

 

ሺ𝑁 െ 𝑛ሻ
𝜑ො௜ሺ𝑤௜ െ 1ሻ

∑ 𝜑ො௜ሺ𝑤௜ െ 1ሻ௜∈௥
൅ 

ሺ𝑁 െ 𝑛ሻሺ𝑥̄௦̄ െ 𝑥̄௪∗ሻ
𝜑ො௜ሺ𝑤௜ െ 1ሻሺ𝑥௜ െ 𝑥̄௪∗ሻ

∑ 𝜑ො௜ሺ𝑤௜ െ 1ሻሺ𝑥௜ െ 𝑥̄௪∗ሻଶ௜∈௥
 

∑ ሺ𝜑ො௜ െ 1ሻ𝑥௜௜∈௥

∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥
 

∑ 𝜑ො௜ሺ𝑤௜ െ 1ሻ𝑥௜௜∈௥

∑ 𝜑ො௜ሺ𝑤௜ െ 1ሻ௜∈௥
 

ni 

1 ൅
ሺ𝑛 െ𝑚ሻ

𝑚
൅ ሺ𝑛 െ 𝑚ሻ൫𝑥̄௥̄ െ 𝑥̄ఝ∗൯

൫𝑥௜ െ 𝑥̄ఝ∗൯

∑ ൫𝑥௜ െ 𝑥̄ఝ∗൯
ଶ

௜∈௥

 

ሺ𝑁 െ 𝑛ሻ
𝑚

൅ ሺ𝑁 െ 𝑛ሻሺ𝑥̄௦̄ െ 𝑥̄௪∗ሻ
ሺ𝑥௜ െ 𝑥̄௪∗ሻ

∑ ሺ𝑥௜ െ 𝑥̄௪∗ሻଶ௜∈௥
 

∑ 𝑥௜௜∈௥

𝑚
 

∑ 𝑥௜௜∈௥

𝑚
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Table 2:  𝑤௜௥ - Simple linear regression model, 𝑇෠௜௡,ଶ ൌ ∑ 𝑤௜௥𝑦௜௜∈௥   (cont.) 

SD-
NM 𝑤௜௥ 𝑥̄ఝ∗  𝑥̄௪∗ 

nn 
1 ൅ ሺ𝑛 െ𝑚ሻ

ሺ𝜑ො௜ െ 1ሻ
∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥

൅ 

ሺ𝑛 െ 𝑚ሻ൫𝑥̄௥̄ െ 𝑥̄ఝ∗൯
ሺ𝜑ො௜ െ 1ሻ൫𝑥௜ െ 𝑥̄ఝ∗൯

∑ ሺ𝜑ො௜ െ 1ሻ൫𝑥௜ െ 𝑥̄ఝ∗൯
ଶ

௜∈௥

 

 ሺ𝑁 െ 𝑛ሻ
𝜑ො௜

∑ 𝜑ො௜௜∈௥
൅ ሺ𝑁 െ 𝑛ሻሺ𝑥̄௦̄

െ 𝑥̄௪∗ሻ
𝜑ො௜ሺ𝑥௜ െ 𝑥̄௪∗ሻ

∑ 𝜑ො௜ሺ𝑥௜ െ 𝑥̄௪∗ሻଶ௜∈௥
 

∑ ሺ𝜑ො௜ െ 1ሻ𝑥௜௜∈௥

∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥
 

∑ 𝜑ො௜𝑥௜௜∈௥

∑ 𝜑ො௜௜∈௥
 

Note that ∑ 𝑤௜௥𝑥௜௜∈௥ ൌ ∑ 𝑥௜௜∈௎ .  

Case 3: Simple ratio model: 
Sample-complement model: 𝐸௦̄ሺ𝑦௜|𝑥௜ሻ ൌ 𝛽𝑥௜and 𝑉𝑎𝑟௦̄ሺ𝑦௜ሻ ൌ 𝜎ఌଶ𝑥௜ .   
Response-complement model: 𝐸௥̄ሺ𝑦௜|𝑥௜ሻ ൌ 𝛼 𝑥௜; and 𝑉𝑎𝑟௥̄ሺ𝑦௜ሻ ൌ 𝜎2ఛ 𝑥௜ .                       
After some algebra, the weights under the 4 different combinations of sampling designs 
(informative (i), noninformative (n)) and nonresponse mechanism (ignorable (i), 
nonignorable (n)) are summarized in Table 3. 

Table 3:  𝑤௜௥ - Simple ratio (or proportional) model, 𝑇෠௜௡,ଶ ൌ ∑ 𝑤௜௥𝑦௜௜∈௥   

SD-
NM 𝑤௜௥ 𝑥̄ఝ∗  𝑥̄௪∗  

ii 1 ൅
ሺ𝑛 െ𝑚
𝑚

ሻ
𝑥̄௥̄
𝑥̄ఝ∗

൅ 

ሺ𝑁 െ 𝑛ሻ
ሺ𝑤௜ െ 1ሻ

∑ ሺ𝑤௜ െ 1ሻ௜∈௥
 
𝑥̄௦̄
𝑥̄௪∗

 

∑ 𝑥௜௜∈௥

𝑚
 

∑ ሺ𝑤௜ െ 1ሻ𝑥௜௜∈௥

∑ ሺ𝑤௜ െ 1ሻ௜∈௥
 

in 

1 ൅ ሺ𝑛 െ 𝑚ሻ
ሺ𝜑ො௜ െ 1ሻ

∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥

𝑥̄௥̄
𝑥̄ఝ∗

൅ 

ሺ𝑁 െ 𝑛ሻ
𝜑ො௜ሺ𝑤௜ െ 1ሻ

∑ 𝜑ො௜ሺ𝑤௜ െ 1ሻ௜∈௥
 
𝑥̄௦̄
𝑥̄௪∗

 

 

∑ ሺ𝜑ො௜ െ 1ሻ𝑥௜௜∈௥

∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥
 

𝑥̄௪∗

ൌ
∑ 𝜑ො௜ሺ𝑤௜ െ 1ሻ𝑥௜௜∈௥

∑ 𝜑ො௜ሺ𝑤௜ െ 1ሻ௜∈௥
 

ni 
1 ൅

ሺ𝑛 െ𝑚ሻ
𝑚

𝑥̄௥̄
𝑥̄ఝ∗

൅
ሺ𝑁 െ 𝑛ሻ

𝑚
 
𝑥̄௦̄
𝑥̄௪∗

 ∑ 𝑥௜௜∈௥

𝑚
 

∑ 𝑥௜௜∈௥

𝑚
 

nn 
1 ൅ ሺ𝑛 െ 𝑚ሻ

ሺ𝜑ො௜ െ 1ሻ
∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥

𝑥̄௥̄
𝑥̄ఝ∗

൅ 

ሺ𝑁 െ 𝑛ሻ
𝜑ො௜

∑ 𝜑ො௜௜∈௥
 
𝑥̄௦̄
𝑥̄௪∗

 

∑ ሺ𝜑ො௜ െ 1ሻ𝑥௜௜∈௥

∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥
 

∑ 𝜑ො௜𝑥௜௜∈௥

∑ 𝜑ො௜௜∈௥
 

Note that ∑ 𝑤௜௥𝑥௜௜∈௥ ൌ ∑ 𝑥௜௜∈௎ .  
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8.2. Bias correction method- multiple regression  

According to (35), with auxiliary variables, the prediction of finite population total 
requires computation of ∑ 𝐸௦̄ሺ𝑦௜|𝒙௜ሻ௜∈௦̄  and ∑ 𝐸௥̄ሺ𝑦௜|𝒙௜ሻ௜∈௥̄ . Here, we use the “bias 
correction method” proposed by (Chambers 2003), see Chambers and Clark (2012, 
page 114). 

Computation of ∑ 𝐸௦̄ሺ𝑦௜|𝒙௜ሻ௜∈௦̄ : 

෍𝐸௦̄ሺ𝑦௜|𝒙௜ሻ
௜∈௦̄

ൌ෍ሼ𝐸௦̄ሺ𝑦௜|𝒙௜ሻ ൅ 𝐸௦ሺ𝑦௜|𝒙௜ሻ െ 𝐸௦ሺ𝑦௜|𝒙௜ሻሽ
௜∈௦̄

 

                        ൌ෍𝐸௦ሺ𝑦௜|𝒙௜ሻ
௜∈௦̄

൅෍ሼ𝐸௦̄ሺ𝑦௜|𝒙௜ሻ െ 𝐸௦ሺ𝑦௜|𝒙௜ሻሽ
௜∈௦̄

 

                        ≅ ∑ 𝐸௦ሺ𝑦௜|𝒙௜ሻ௜∈௦̄ ൅ 𝑁 െ 𝑛
ଵ

ேି௡
∑ 𝐸௦̄൫𝑦௜ െ 𝐸௦ሺ𝑦௜|𝒙௜ሻ൯௜∈௦̄ .      (48) 

Now, using (3), 𝐸௦̄൫𝑦௜ െ 𝐸௦ሺ𝑦௜|𝒙௜ሻ൯ can be estimated by 

𝐸෠௦̄ ቀ𝑦௜ െ 𝐸෠௦ሺ𝑦௜|𝒙௜ሻቁ ൌ
ଵ

∑ ఝෝ೔ሺ௪೔ିଵሻ೔∈ೝ
∑ 𝜑ො௜ሺ𝑤௜ െ 1ሻ௜∈௥ ቆ𝑦௜ െ 𝐸෠௥ ቀ

ఝෝ೔
ா෠ೝሺఝෝ೔|𝒙೔ሻ

𝑦௜ቁቇ.            

(49) 
Also, using (2), 𝐸௦ሺ𝑦௜|𝒙௜ሻ can be estimated by 

𝐸෠௦ሺ𝑦௜|𝒙௜ሻ ൌ 𝐸෠௥ ቀ
ఝෝ೔

ா෠ೝሺఝෝ೔|𝒙೔ሻ
𝑦௜ቁ.                                                   (50) 

 
Computation of ∑ 𝐸௥̄ሺ𝑦௜|𝒙௜ሻ௜∈௥̄ : 

Similarly,  

෍𝐸௥̄ሺ𝑦௜|𝒙௜ሻ
௜∈௥̄

ൌ෍ሼ𝐸௥̄ሺ𝑦௜|𝒙௜ሻ ൅ 𝐸௥ሺ𝑦௜|𝒙௜ሻ െ 𝐸௥ሺ𝑦௜|𝒙௜ሻሽ
௜∈௥̄

 

                        ൌ෍𝐸௥ሺ𝑦௜|𝒙௜ሻ
௜∈௥̄

൅෍ሼ𝐸௥̄ሺ𝑦௜|𝒙௜ሻ െ 𝐸௥ሺ𝑦௜|𝒙௜ሻሽ
௜∈௥̄

 

                    ≅ ∑ 𝐸௥ሺ𝑦௜|𝒙௜ሻ௜∈௥̄ ൅ 𝑛 െ𝑚
ଵ

௡ି௠
∑ 𝐸௥̄൫𝑦௜ െ 𝐸௥ሺ𝑦௜|𝒙௜ሻ൯௜∈௥̄ .                       

(51) 
But, using (4),  𝐸௥̄൫𝑦௜ െ 𝐸௥ሺ𝑦௜|𝒙௜ሻ൯ can be estimated by 

𝐸෠௥̄ ቀ𝑦௜ െ 𝐸෠௥ሺ𝑦௜|𝒙௜ሻቁ ൌ
ଵ

∑ ሺఝෝ೔ିଵሻ೔∈ೝ
∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥ ቀ𝑦௜ െ 𝐸෠௥ሺ𝑦௜|𝒙௜ሻቁ.                        (52) 

Hence, 

𝑇෠ଷ,௜௡ ൌ෍𝑦௜
௜∈௥

൅෍𝐸෠௥ሺ𝑦௜|𝒙௜ሻ
௜∈௥̄

൅ ሺ𝑛 െ𝑚ሻ
1

∑ ሺ𝜑ො௜ െ 1ሻ௜∈௥
෍ሺ𝜑ො௜ െ 1ሻ
௜∈௥

ቀ𝑦௜ െ 𝐸෠௥ሺ𝑦௜|𝒙௜ሻቁ

൅ 

∑ 𝐸෠௥ ቀ
ఝෝ೔

ா෠ೝሺఝෝ೔|𝒙೔ሻ
𝑦௜ቁ௜∈௦̄ ൅ ሺ𝑁 െ 𝑛ሻ

ଵ

∑ ఝෝ೔ሺ௪೔ିଵሻ೔∈ೝ
∑ 𝜑ො௜ሺ𝑤௜ െ 1ሻ௜∈௥ ቆ𝑦௜ െ 𝐸෠௥ ቀ

ఝෝ೔
ா෠ೝሺఝෝ೔|𝒙೔ሻ

𝑦௜ቁቇ.  

(53) 
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8.3.  Generalized regression estimator (GREG) under informative sampling and 
 nonignorable nonresponse 

Assume that  
𝐸௣ሺ𝑦௜ሻ ൌ 𝒙௜

ᇱ𝜷 ൌ 𝑥௜ଵ𝛽ଵ ൅⋯൅ 𝑥௜௣𝛽௣,                                                    (54) 
 

then the GREG estimator is: 
 
𝑇෠ ൌ ∑ 𝐸෠௣ሺ𝑦௜ሻ

ே
௜ୀଵ ൌ ∑ 𝒙௜

ᇱ𝜷෡ఝ௪
ே
௜ୀଵ    , 𝜷෡ఝ௪ ൌ ሺ∑ 𝜑௜𝑤௜𝒙௜

ᇱ𝒙௜௜∈௥ ሻିଵሺ∑ 𝜑௜𝑤௜𝒙௜
ᇱ𝑦௜௜∈௥ ሻ.     (55)                    

                       
Justification: under (54) and using (1), we can show that  
 

𝜷෡ ൌ 𝑎𝑟𝑔𝑚𝑖𝑛
ఉ෩

𝐸௣ሺ𝑦௜ െ 𝒙௜
ᇱ𝜷ሻଶ ൌ 𝑎𝑟𝑔𝑚𝑖𝑛

ఉ෩
∑ 𝜑௜𝑤௜ሺ𝑦௜ െ 𝒙௜

ᇱ𝜷ሻଶ௜∈௥ .                        (56) 

Therefore,  
 
𝜷෡ఝ௪ ൌ ሺ∑ 𝜑௜𝑤௜𝒙௜

ᇱ𝒙௜௜∈௥ ሻିଵሺ∑ 𝜑௜𝑤௜𝒙௜
ᇱ𝑦௜௜∈௥ ሻ ൌ ሺ𝒙ᇱሺ𝛷𝑊ሻ𝒙ሻିଵ𝒙ᇱሺ𝛷𝑊ሻ𝒚,                (57) 

 
where ൌ 𝑑𝑖𝑎𝑔ሺ𝜑ଵ𝑤ଵ, … ,𝜑௥𝑤௥ሻ 𝒙 ൌ ሺ𝒙ଵ

ᇱ , … ,𝒙௥ᇱ ሻᇱ. Then    
       

𝑇෠ ൌ ∑ 𝐸෠௣ሺ𝑦௜ሻ
ே
௜ୀଵ ൌ ∑ 𝒙௜

ᇱ𝜷෡ఝ௪
ே
௜ୀଵ .                                               (58) 

 
Now, if 𝒙௜ ൌ ൫𝑥௜ଵ, … , 𝑥௜௣൯

ᇱ
ൌ ሺ1,𝒙෥௜

ᇱሻᇱ, then 
 

𝑇෠ ൌ ∑ 𝐸෠௣ሺ𝑦௜ሻ
ே
௜ୀଵ ൌ ൫∑ ሾ1,𝒙෥ᇱሿே

௜ୀଵ ൯ ൥
𝛽መଵఝ௪

𝜷෩෡ఝ௪ᇱ
൩ ൌ ∑ 𝜑௜𝑤௜𝑔௜𝑦௜௜∈௥ .                              (59) 

where 𝒙෥ሜ ௎ ൌ ൫𝑥̄ଶ௎ , … , 𝑥̄௣௎൯
ᇱ, 𝑥̄௝௎ ൌ

ଵ

ே
∑ 𝑥௜௝
ே
௜ୀଵ , 𝛽መଵఝ௪ ൌ 𝑦̄ఝ௪ െ 𝜷෩෡ఝ௪ᇱ 𝒙෥ሜ ఝ௪, 







ri ii

ri ijii

wj w

xw
x




 𝑦̄ఝ௪ ൌ
∑ ఝ೔௪೔௬೔೔∈ೝ

∑ ఝ೔௪೔೔∈ೝ
, and  

𝑔௜ ൌ 𝑁 ቄ
ଵ

∑ ఝ೔௪೔೔∈ೝ
൅ ൫𝒙෥ሜ ௎ െ 𝒙෥ሜ ఝ௪൯

ᇱ
ሺ∑ 𝜑௜𝑤௜𝒙௜

ᇱ𝒙௜௜∈௥ ሻିଵ𝒙௜ቅ.                    (60)                       
 

Not that if 𝒙෥ሜ ௎ െ 𝒙෥ሜ ఝ௪ ൌ 0, that is, 𝑥̄௝௎ ൌ 𝑥̄௝ఝ௪, or 

 ଵ
ே
∑ 𝑥௜௝
ே
௜ୀଵ ൌ

∑ ఝ೔௪೔௫೔ೕ೔∈ೝ

∑ ఝ೔௪೔೔∈ೝ
,                                                       (61) 

then 
                                          𝑇෠  ൌ ቀ

ே

∑ ఝ೔௪೔೔∈ೝ
ቁ∑ 𝜑௜𝑤௜𝑦௜௜∈௥ .                                               (62) 
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Furthermore,  𝑇෠  ൌ ∑ 𝜑௜𝑤௜𝑔௜𝑦௜௜∈௥  (59) belongs to the class of calibration 
estimators since ∑ 𝜑௜𝑤௜𝑔௜𝒙𝒊௜∈௥ ൌ 𝒙௎, see Deville and Särndal (1992). According to 
this, we can derive a calibration estimator of the finite population total 𝑇 ൌ ∑ 𝑦௜

ே
௜ୀଵ  

when sampling design is informative and nonresponse mechanism is nonignorable as 
follows.  

It should be noted here that equation (61) can be considered as calibration 
constraint when sampling design is informative and nonresponse mechanism is 
nonignorable. That is, the calibration estimator of 𝑇 ൌ ∑ 𝑦௜

ே
௜ୀଵ can be obtained by 

minimizing 

  ∑ ൫௪೔
೎ೌ೗ିఝ೔௪೔൯

మ

ఝ೔௪೔
௜∈௥                                                           (63) 

with respect to 𝑤௜௖௔௟, subject to the constraint 

 ∑ 𝑤௜
௖௔௟𝒙௜௜∈௥ ൌ 𝑿௎.                                                         (64) 

 
Let 𝝀 ൌ ሺ𝜆ଵ, … , 𝜆௡ሻᇱ be the Lagrange multiplier, so the Lagrange function is: 

𝜓൫𝑤ଵ
௖௔௟ , … ,𝑤௡௖௔௟;𝝀൯ ൌ ∑ ൫௪೔

೎ೌ೗ିఝ೔௪೔൯
మ

ఝ೔௪೔
௜∈௥ െ 2൫∑ 𝑤௜

௖௔௟𝒙௜௜∈௥ െ 𝑿௎൯
ᇱ
𝝀.              (65) 

  
Differentiating (65) with respect to 𝑤௜௖௔௟ and 𝝀, and then equating the derivatives 

to zero, we get the calibration weights: 

𝑤௜
௖௔௟ ൌ 𝜑௜𝑤௜ሺ1 ൅ 𝒙௜

ᇱ𝝀ሻ.                                                     (66) 
 

where 𝝀 is determined by the constraint  ∑ 𝑤௜
௖௔௟𝒙௜௜∈௥ ൌ 𝑿௎, which is equal to 

𝝀 ൌ ሺ∑ 𝜑௜𝑤௜𝒙௜
ᇱ𝒙௜௜∈௥ ሻିଵ൫∑ 𝑤௜

௖௔௟𝒙௜௜∈௥ െ 𝑿௎൯.                                         (67) 
 

If ሺ∑ 𝜑௜𝑤௜𝒙௜
ᇱ𝒙௜௜∈௥ ሻ is invertible, then the calibration estimator of 𝑇 ൌ ∑ 𝑦௜

ே
௜ୀଵ  is 

 𝑇෠஼௔௟ ൌ ∑ 𝜑௜𝑤௜𝑔௜
௖௔௟𝑦௜ ൌ ∑ 𝑤௜

௖௔௟𝑦௜௜∈௥௜∈௥                                               (68) 
where 𝑤௜௖௔௟ ൌ 𝜑௜𝑤௜𝑔௜

௖௔௟  and 𝑔௜௖௔௟ is given by: 

𝑔௜
௖௔௟ ൌ 1 ൅ ൫𝒙෥௎ െ 𝒙෥ఝ௪൯

ᇱ
ሺ∑ 𝜑௜𝑤௜𝒙௜

ᇱ𝒙௜௜∈௥ ሻିଵ𝒙௜.                             (69) 
 

Variance of   𝑇෠஼௔௟ ൌ ∑ 𝜑௜𝑤௜𝑔௜
௖௔௟𝑦௜ ൌ ∑ 𝑤௜

௖௔௟𝑦௜௜∈௥௜∈௥ . 
 

Following Deville and Särndal (1992), the estimated variance of 𝑇෠஼௔௟ (equation 68) 
is given by: 

𝑉෠൫𝑇෠஼௔௟൯ ൌ ∑ ∑ ൬1 െ
ሺట೔గ೔ሻ൫టೕగೕ൯

൫ట೔ೕగ೔ೕ൯
൰ ൫𝑤௜

௖௔௟𝑒௜൯൫𝑤௝
௖௔௟𝑒௝൯௝∈௥௜∈௥ ,                       (70) 

where 𝜓௜௝ ൌ 𝑃𝑟ሺ𝑖, 𝑗 ∈ 𝑟ሻ, 𝜋௜௝ ൌ 𝑃𝑟ሺ𝑖, 𝑗 ∈ 𝑠ሻ and 𝑒௜ ൌ 𝑦௜ െ 𝒙௜
ᇱ𝜷෡ఝ௪.  
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9. Conclusions 

In this paper, we study, within a modeling framework, the semi-parametric 
prediction of finite population total, by specifying the probability distribution of the 
observed measurements under informative sampling and nonignorable nonresponse. 
This is the most general situation in surveys and other combinations of sampling 
informativeness and response mechanisms can be considered as special cases. 
Furthermore, based on the relationship between response distribution and population 
distribution, we introduced a new measure of representativeness of a response set and 
a new test of nonignorable nonresponse and informative sampling, jointly. In addition 
to that, generalized regression (GREG) and calibration estimators under informative 
sampling and nonignorable nonresponse are derived.  

The paper is purely mathematical and focuses on the role of informativeness of 
sampling design and informativeness of nonresponse in adjusting various predictors 
for bias reduction. Further experimentation (simulation and real data problem) with 
this kind of semiparametric predictors, generalized measures of representativeness, 
tests of nonignorable nonresponse, informativeness of sampling design, and calibration 
estimators are therefore highly recommended.  The author hopes that the new 
mathematical results obtained will encourage further theoretical, empirical and 
practical research in these directions. 
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